
1. Introduction
The simulation of precipitation constitutes a great challenge for current climate models because of the 
wide range of physical processes and interactions that are involved (e.g., Stensrud, 2007). First, a climate 
model needs to simulate well the large-scale environmental conditions that favor the occurrence of rainfall 
events including various types of hydrodynamic instabilities (convective and baroclinic instability) and the 
resulting phenomena such as midlatitude cyclones, frontal structures, and shallow and deep convection 
(Catto et al., 2010; Di Luca, Argüeso, et al., 2016; Di Luca, Evans, et al., 2016; Govekar et al., 2014; Zappa 
et al., 2013). Once the precipitation is triggered, the model needs to simulate well a range of features such 
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We propose a framework to breakdown precipitation errors according to different dynamical (vertical 
velocity) and thermodynamical (vertically integrated water vapor) regimes and the frequency and 
intensity of precipitation. This approach approximates the error in the total precipitation of each regime 
as the sum of three terms describing errors in the large-scale environmental conditions, the frequency 
of precipitation and its intensity. We show that simulations produce precipitation too often, that its 
intensity is too weak, that errors are larger for weak than for strong dynamical forcing and that biases in 
the vertically integrated water vapor can be large. Using the error breakdown presented above, we define 
four new error metrics differing on the degree to which they include the compensation of errors. We show 
that convection-permitting simulations consistently improve the simulation of precipitation compared to 
coarser-resolution simulations using parameterized convection, and that these improvements are revealed 
by our new approach but not by traditional metrics which can be affected by compensating errors. These 
results suggest that convection-permitting models are more likely to produce better results for the right 
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Plain Language Summary The simulations of complex physical processes always entail 
various sources of errors. These errors can be of different sign and can consequently cancel each other out 
when using traditional performance metrics such as the bias error metric. We present a formal framework 
that allows us to approximate precipitation according to three terms that describe different aspects of 
the rainfall field including large-scale environmental conditions and the frequency and intensity of 
rainfall. We apply the methodology to a large ensemble of high-resolution simulations representing the 
precipitation associated with strong cyclones in eastern Australia. We show that simulations produce 
precipitation too often, with an intensity that is too weak leading to strong compensation. We further 
define new error metrics that explicitly quantify the degree of error compensation when simulating 
precipitation. We show that convection-permitting simulations consistently improve the performance 
compared to coarser resolution simulations using parameterized convection and that these improvements 
are only revealed when using the new error metrics but are not apparent in traditional metrics (e.g., bias).
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as the convergence of moisture, which depends on moisture fluxes within the boundary layer, and the 
overall precipitation efficiency, which depends on microphysical processes (Bao & Sherwood, 2019; Singh 
& O'Gorman, 2014). Finally, the overall duration of the precipitating event will be determined by the evolu-
tion of the large-scale conditions and the resulting feedbacks from the precipitation process itself, including 
changes in the vertical profile of temperature and water vapor (Stensrud, 2007).

A direct consequence of having so many distinct processes influencing precipitation is that errors can arise 
from a variety of sources. Consequently, models can sometimes produce the right results for the wrong 
reasons by compensating errors from different processes having opposite sign (e.g., Di Luca et al., 2020; 
Eyring et al., 2016; Palmer, 2016). To better understand the sources of errors, studies sometimes separate the 
rainfall field according to different terms such as the number and intensity of precipitating events (e.g., Dai 
et al., 2017; Rajczak & Schär, 2017; Williams & Tselioudis, 2007), the type of phenomenon behind rainfall 
events (e.g., frontal or low pressure systems; Catto et al., 2015; Zappa et al., 2015) or the type of weather 
regime affecting the region (e.g., Brown et al., 2010). For example, using an objective algorithm to identify 
fronts, Catto et al. (2015) separated the error in total precipitation into frontal and nonfrontal regimes, each 
of them further separated according to their frequency of occurrence and their mean intensity. They found 
that while the frequency of fronts was well represented by models, the frequency of precipitation associat-
ed with fronts was too high and their intensity too low, thus leading to relatively small errors due to error 
compensation.

In addition, the ability of climate models to simulate different characteristics of precipitation at subdaily 
and daily time scales has been shown to depend on their horizontal resolution (Ban et al., 2014; Di Luca, 
Argüeso, et al., 2016; Di Luca, Evans, et al., 2016; Knist et al., 2018; Prein et al., 2016; Rajczak & Schär, 2017). 
An important issue sometimes overlooked when assessing aspects such as the frequency and intensity of 
precipitation across data sets with different resolutions is related with whether we evaluate how realistic 
the model is or how good the model is (e.g., C.-T. Chen & Knutson, 2008). In the first case, we will possi-
bly use the highest resolution observations available (e.g., rain gauges stations) and will directly compare 
observations and simulations to try to answer which one is closer to “real” values. In the second case, we 
will possibly use gridded observations that represent the same temporal and spatial scales as our climate 
models, and we will try to answer how well the model reproduces the quantity that it was designed for (the 
gridbox-mean rainfall). Prein et al. (2016) evaluated precipitation statistics over Europe in an ensemble of 
Regional Climate Model (RCM) simulations with 0.11° and 0.44° grid spacings. Their comparison, per-
formed at the common 0.44° scale, showed that higher resolution models were able to reduce mean biases 
and improve spatial patterns of seasonal and daily extreme rainfall. They attributed these improvements to 
the better representation of orography and to capturing larger scales in convection by the resolved-scale dy-
namics during summer. Knist et al. (2018) evaluated the ability of Weather Research and Forecasting (WRF) 
model to simulate subdaily precipitation characteristics over a domain covering Germany and Switzerland 
using a double nesting setup with 3 and 12-km grid spacings. At hourly time scales, they found that both 
WRF resolutions produced too many precipitating events and underestimated the intensity of very heavy 
events compared with rain gauge estimations during boreal winter. During boreal summer, precipitation 
statistics derived from the 3-km version were much closer to observations than those from the 12-km ver-
sion, showing the importance of horizontal resolution in convective environments. Ban et al. (2014) also 
evaluated hourly rainfall frequency and intensity in two versions of a RCM with horizontal grid spacings 
of 2 and 12 km. They found that the 2-km grid spacing RCM was able to better represent rainfall statistics 
compared to the 12-km version even after the 2-km model was upscaled over the 12-km grid mesh.

Midlatitude cyclones are responsible for much of the high-impact weather affecting the east coast of Aus-
tralia. East coast lows (ECLs), as they are known in Australia, often grow and develop from baroclinic in-
stability (i.e., pure extratropical cyclones) but can also include extratropical transitions of tropical cyclones 
and hybrid cyclones, which are strongly influenced by diabatic processes including exchanges of heat and 
moisture with the underlying Tasman sea (Cavicchia et al., 2020; Dowdy et al., 2019; Quinting et al., 2019). 
ECLs can produce very heavy rainfall over periods ranging from minutes to days. Deep convection and 
thunderstorms dominate heavy rainfall rates at subdaily time scales and synoptic scale organization, in-
cluding cold and warm fronts, generally governs large accumulations over multi-day periods (e.g., Catto & 
Pfahl, 2013; Dowdy & Catto, 2017). For instance, Woolgoolga near the northern New South Wales (NSW) 
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coast recorded 113 mm in 1 h during the passage of the June 2016 ECL (Louis et al., 2016) while Mangrove 
Mountain near the central NSW coast recorded over 400 mm in 72 h during the passage of the Pasha Bulker 
ECL in June 2007 (Mills et al., 2010).

In this study, we develop a new methodology to evaluate the ability of an ensemble of high-resolution simu-
lations to represent the rainfall associated with some of the most extreme midlatitude cyclones that affected 
the east coast of Australia over recent decades. We focus on the ability of simulations to reproduce the sen-
sitivity of multiple rainfall characteristics to variations in dynamical and thermodynamical environmental 
conditions. This is done by simultaneously applying two independent but complementary decompositions 
of the rainfall field. First, the total precipitation is separated into different dynamical and thermodynamical 
regimes associated with specific large-scale conditions (e.g., Bony et al., 2004; Brown et al., 2010; Holloway 
& Neelin, 2009; Sahany et al., 2014). Second, for each regime, the total precipitation is separated into the 
product of the frequency of precipitating events and their mean intensity (e.g., Dai et al., 2017). Combining 
both decompositions, we show that the error in total precipitation can be approximated according to three 
terms representing errors in different aspects of the precipitation process: (a) the large-scale environmental 
regimes, (b) the frequency of rainfall, and (c) the amount of rainfall (i.e., intensity).

The decomposition is applied to observations and an ensemble of regional climate model simulations of 11 
storms that affected the Sydney area between 2001 and 2016. The ensemble is constructed using a single 
regional climate model but includes simulations using multiple resolutions (2, 8, and 24 km grid spacings) 
and multiple subgrid-scale parameterizations allowing the assessment of the models' sensitivity to the spe-
cific configuration. The evaluation is performed using several state-of-the-art high-resolution observational 
products merging in situ and satellite data sets.

The study is organized as follows. In Section 2, we describe the ensemble of simulations and the reference 
data sets used to assess the simulations. In Section 3, we introduce the methodology to decompose precipi-
tation errors in various terms and we define different error metrics to quantify the degree of error compen-
sation in simulations. In Section 4, we apply the decomposition method to assess errors in the ensemble 
of simulations and discuss in detail the decomposition of errors over ocean/land grid points including the 
influence of resolution, physics and other aspects of the ensemble. Some discussion about the observa-
tional uncertainty and other issues is presented in Section 5, and a summary and conclusions are given in 
Section 6.

2. Data
2.1. Observed Data

Five high-spatial resolution (≤30 km) land and ocean satellite-based precipitation products are considered 
in this study (Table 1). All products include estimates from passive microwave and infrared data from multi-
ple satellites, taking advantage of the great accuracy of passive microwave estimates and the high-temporal 
frequency of infrared estimates (e.g., Kidd & Levizzani, 2011). All products are corrected using land gauge 
precipitation analysis although the specific type of correction applied (e.g., temporal resolution of the input) 
depends on the product. Tropical Rainfall Measuring Mission (TRMM)-3B42 and Integrated Multi-satellitE 
Retrievals for GPM (IMERG) precipitation fields are corrected using the Global Precipitation Climatology 
Center (GPCC) monthly gauge precipitation analyses (Huffman et al., 2007). Climate Prediction Center 
MORPHing (CMORPH)-CRT satellite estimations are corrected using a probability density function match-
ing technique against the National Oceanic and Atmospheric Administration Climate Prediction Center's 
(CPC) daily gauge analysis. Global Satellite Mapping of Precipitation (GSMaP) is also corrected using CPC 
daily gauges. The 3-hourly temporal variability of the Multi-Source Weighted-Ensemble Precipitation 
(MSWEP) product was determined by weighted averaging of precipitation anomalies from seven data sets: 
two based on gridded in situ observations (CPC and GPCC), three on satellite remote sensing (CMORPH, 
GSMaP, and TRMM-3B42), and two reanalyzes (ERA-Interim and JRA-55).

Two additional daily rainfall data sets are used to evaluate mean precipitation over land: the Australian Grid-
ded Climate Data (AGCD) and the Climate Hazards Group InfraRed Precipitation with Stations (CHIRPS) 
data sets (see Table 1). Both data sets are available at high-spatial resolution (0.05°) but relatively low tem-
poral resolution (24 h) over land grid points so they are only used to assess precipitation mean fields.
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Observed large-scale environmental conditions are estimated using the two latest reanalyzes from the Eu-
ropean Centre for Medium-Range Weather Forecasts (ECMWF): ERA-Interim and ERA5. Over the region 
of interest, the ERA-Interim (ERAI) reanalysis (Dee et al., 2011) has been shown to perform best regarding 
the number and intensity of ECLs when compared to other recent reanalyzes such as MERRA, CFSR, and 
JRA55 (Pepler et al., 2017). The ERA5 reanalysis (Hersbach et al., 2020) is the newest reanalysis product 
by ECMWF and improves upon ERAI in several ways including increasing the horizontal resolution and 
developments in the model physics, numerics, and data assimilation scheme.

2.2. Simulated Data

We use a subensemble of the High-Resolution Modeling of Extreme Storms over the East Coast of Austral-
ia data set (Di Luca et al., 2021) where version 3.6 of the WRF model (Powers et al., 2017; W. Skamarock 
et  al.,  2008) was used to perform the simulations. WRF solves the compressible, non-hydrostatic Euler 
equations using a terrain-following vertical coordinate. We use the Advanced Research WRF dynamical 
solver and a triple nesting set up with a focus over eastern Australia (see Figure 1). The outer domain cor-
responds to the Coordinated Regional Climate Downscaling Experiment (CORDEX) Australasia domain 
and is discretized using a 24-km horizontal grid spacing (i.e., WRF24, 289 × 431). WRF24 is initialized and 
driven at the lateral boundaries of the domain using 6-hourly data from the ECMWF ERAI reanalysis (Dee 
et al., 2011). In addition, the geopotential height and wind components above the planetary boundary lay-
er are nudged toward ERAI using a spectral nudging technique for wavelengths ≥600 km (W. Skamarock 
et al., 2008). This nudging ensures that the solution inside the large CORDEX domain does not diverge 
substantially from the driving reanalysis, which facilitates the comparison between simulations and ob-
servations (e.g., Giorgi & Bi, 2000; Separovic et al., 2011). WRF24 is used to drive, at every model time step 
using one-way nesting, an 8-km grid spacing configuration (WRF8; 405 × 435) which in turn is used to 
drive a 2-km grid spacing configuration (WRF2; 960 × 1,080) over domains centered on eastern Australia 
(see Figure 1). WRF8 and WRF2 are driven at the lateral boundaries only, without any spectral nudging. All 
simulations were performed using 30 sigma levels in the vertical and the Unified Noah land surface model 
(F. Chen & Dudhia, 2001). Times steps are 120, 40, and 10 s for WRF24, WRF8, and WRF2 simulations, 
respectively. The computational cost of running the WRF2 configuration is about 100 times more expensive 
than running WRF24.

We explore the role played by internal variability and by structural model uncertainties in simulations by 
performing all experiments using a five-member multi-physics ensemble. The multi-physics ensemble is 
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Abb. Name/Version
Δt 
(h)

Δx 
(°) Cover.

Data 
source Reference

CMORPH-CRT CPC MORPHing technique bias corrected V1.0 0.5 0.25 L/O S/G Joyce et al. (2004); Xie 
et al. (2017); Xie et al. (2019)

GSMaP Global Satellite Mapping of Precipitation V6 (GNRT6_V1.1) 1 0.1 L/O S/G Kubota et al. (2007); Kubota 
et al. (2020); Mega 

et al. (2019)

IMERG Integrated Multi-satellitE Retrievals for GPM V6 1 0.1 L/O S/G Huffman, Bolvin, et al. (2019); 
Huffman, Stocker, 

et al. (2019)

MSWEP Multi-Source Weighted-Ensemble Precipitation V2.2 3 0.1 L/O S/G/R Beck et al. (2017); Beck 
et al. (2019)

TRMM-3B42 Tropical Rainfall Measuring Mission V7 3 0.25 L/O S/G Huffman et al. (2007); 
TRMM (2011)

AGCD Australian Gridded Climate Data 24 0.05 L G Jones et al. (2009)

CHIRPS Climate Hazards Group InfraRed Precipitation with Stations (CHIRPS) 
V2.0

24 0.05 L S/G Funk et al. (2015)

Data sources are satellite (S), gauges (G), and reanalysis (R).

Table 1 
Native Temporal and Spatial Resolution, Coverage (L: Land; O: Ocean) and Input Data Sources of the Observation-Based Data Sets Used in the Study
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constructed around a control (CTL) run by using different formulations of subgrid-scale process. Table 2 
shows details on the configuration of the CTL run and the four perturbed physics members that include 
modifications in the cumulus (CU), the surface and planetary boundary layer (PBL), the radiation (RAD), 
and the microphysics (MPS) schemes. Members are denoted according to the physical scheme that is being 
changed compared to the CTL run. For example, the cumulus member (denoted as CU) uses the same 
subgrid-scale schemes as the CTL run but a different cumulus scheme (e.g., Kain-Fritsch scheme instead of 
the Betts-Miller-Jancic scheme). Subgrid-scale convective processes are represented using parameterization 
schemes in WRF24 and WRF8. WRF2 simulations are ran without parameterized convection and relies on 
the explicit representation of convective processes.

We selected a total of 11 events featuring a strong ECL over the eastern 
coast of Australia. Events were selected partly based on their impacts 
around the Sydney area by looking at the accumulated and maximum 
3-hourly precipitation rates and 3-hourly wind speeds from ERAI close to 
Sydney. However, we also included some of the most iconic ECL events 
in recent times such as the three systems in June 2007 (including the 
“Pasha Bulker”) and the event in June 2016. All events were simulated 
for a total of 8 days, starting about 4 days before the storm peaked near 
the Sydney's area. Table 3 provides the number and initial date of all sim-
ulations and includes the total precipitation and the highest 3-hourly rate 
observed around Sydney for each event. Figures S1 and S2 show a snap-
shot of each selected storm about 4 days (99 h) after the beginning of each 
simulation. Snapshots show the mean sea level pressure field from the 
ERA5 reanalysis together with the 3-hourly rainfall from the IMERG data 
set. The storms show a variety of mean sea level pressure patterns with 
some systems showing highly asymmetric rain and wind fields (e.g., #1) 
and others showing somewhat symmetric fields (e.g., #11), suggesting a 
mixed of extratropical and hybrid cyclones (Cavicchia et al., 2020; Dowdy 
et al., 2019; Quinting et al., 2019). Note that most events occurred during 
the southern hemisphere winter months (six events) and one event in 
summer, two in fall and two in spring months.

Two sets of simulations were performed for all events using different 
sources of oceanic boundary conditions (OBCs). One set of simulations 
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Figure 1. Domains used to run the Weather Research and Forecasting (WRF) model with grid spacings of 24 (WRF24), 
8 (WRF8), and 2 km (WRF2). The region of analysis corresponds to the WRF2 domain and contains a total of 1,510 
land grid points and 5,770 ocean grid points at the common 24-km resolution.

CTL CU PBL RAD MPS

Cumulus BMJ KF BMJ BMJ BMJ

Surface/Planetary YSU YSU MYJ YSU YSU

Boundary Layer

Longwave RRTM RRTM RRTM CAM RRTM

Shortwave Dudhia Dudhia Dudhia CAM Dudhia

Microphysics WSM6 WSM6 WSM6 WSM6 Thompson

Note. Members are denoted according to the physical scheme that is 
being changed compared to the control (CTL) run. For example, the CU 
member is run using the same parameterizations as the CTL member 
with the exception of the cumulus scheme that is replaced by KF. 
MYJ (Janjic, 1994); YSU (Hong et al., 2006); KF (Kain & Fritsch, 1993; 
Kain,  2004); BMJ (Betts,  1986; Janjic,  1994,  2000); WSM6 (Lim & 
Hong, 2010); Dudhia (Dudhia, 1989), RRTM (Mlawer et al., 1997); CAM 
(Collins et  al.,  2004). For more details about parameterizations see W. 
Skamarock et al. (2008). The cumulus scheme is only used in WRF24 and 
WRF8 while WRF2 is run without cumulus parameterization. Subgrid-
Scale physic schemes in bold denote those that are changed compared to 
the control member (CTL).

Table 2 
Subgrid-Scale Physics Schemes Used in Each of the Five Members of the 
Multi-Physics Ensemble
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was performed using sea surface temperatures (SSTs) directly obtained 
from the ERAI reanalysis (∼0.75°). A second set of simulations was per-
formed using the higher spatial resolution SSTs (∼0.1°) from the Bluelink 
ReANalysis (BRAN) data set (Oke et al., 2013). BRAN uses an eddy re-
solving ocean model, constrained with Argo, SST, and altimeter observa-
tions through a data assimilation system. Over eastern Australia, Cham-
bers et al. (2014, 2015) have shown that fine-scale SST gradients play a 
crucial role in determining the location and intensity of ECL-related rain-
fall. The comparison between both sets of simulations allows assessment 
of the influence of high-resolution SST gradients in the simulation of the 
storms.

The full ensemble thus comprises a total of 330 simulations that can be 
separated as follows:

 , , ,r p e bE S (1)

where subindices r, p, e, and b denote the various resolutions (3), physics 
(5), events (11), and OBCs (2), respectively.

3. Methods
3.1. Regridding Precipitation

Some characteristics of precipitation such as the frequency of dry periods 
or the intensity of the most extreme rates strongly depend on the spatial 
and temporal resolution of the data. Consequently, when directly com-
paring precipitation rates from data sets with different temporal and/or 
spatial resolutions, it is generally not possible to determine whether dif-

ferences are attributable to the quality of each data set or the spatiotemporal scales they actually represent 
(e.g., C.-T. Chen & Knutson, 2008).

The issue of comparing data sets with different resolutions is commonly approached by postprocessing 
(remapping) observed and simulated data so that the resulting data provide information at similar spatio-
temporal scales (e.g., Di Luca, Argüeso, et al., 2016; Di Luca, Evans, et al., 2016; Prein et al., 2016). In this 
study, we perform the comparison between simulations and observations using a common, coarse resolu-
tion, grid mesh of about 24-km in latitude and longitude taken from the WRF24 grid mesh. High-resolution 
simulations (e.g., WRF2 and WRF8) and observations (e.g., IMERG) are upscaled into the 24-km grid using 
a conservative mapping technique. The remapping ensures that the information at spatial scales finer than 
24 km is filtered out although such a methodology does not alter the influence that fine scales could have 
had on the large scales. Similarly, the comparison is performed using 3-hourly precipitation fields as this is 
the highest temporal resolution that is common across all observations and models.

Figure 2 illustrates this remapping by showing the 3-hourly precipitation field at the native resolution (left 
panels) and the resulting field remapped at the common 24-km grid mesh. Results are shown for the CTL 
WRF2 simulation and the IMERG observations for a single 3-hourly period. The domain-average and the 
domain-maximum precipitation rates (see bottom-left corners of each plot) show that the domain-mean 
values remain largely unchanged but extreme rates can decrease substantially after the remapping is per-
formed. The smoothing of extremes is stronger for the WRF2 simulation compared with the IMERG prod-
uct because the jump in resolution between the native and the common grid is much larger for WRF2 (a 
factor of 12 for WRF2 instead of ∼2 for IMERG).

The use of the coarser WRF24 grid mesh to perform the comparison after conservative remapping can 
have opposing interpretations. On the one side, the WRF24 model is favored because the fine-scale infor-
mation produced by the WRF2 and WRF8 models is essentially neglected using the conservative remap-
ping. On the other side, the WRF24 model is somewhat disfavored because its actual effective resolution 
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# Initial date Total Max. rate

1 2007-06-04 155.3 59.7

2 2007-06-13 200.3 42.6

3 2007-06-22 39.0 18.2

4 2001-07-23 86.3 27.4

5 2005-03-18 39.4 23.4

6 2008-09-02 67.6 21.2

7 2015-04-18 213.6 40.8

8 2008-08-18 20.7 16.9

9 2013-02-17 74.6 56.7

10 2016-06-01 168.3 36.2

11 2006-09-03 111.6 45.8

Note. Total (in mm) and maximum 3-hourly precipitation rate (in mm 
(3  h)−1) averaged within a 100-km radius around Sydney are provided 
in columns 2 and 3. Precipitation rates were estimated using the median 
across five satellite-observed data sets (IMERG, CMORPH-CRT, GSMaP, 
TRMM-3B42 and MSWEP).
Abbreviations: CMORPH-CRT, CPC MORPHing technique bias 
corrected; GSMaP, Global Satellite Mapping of Precipitation; IMERG, 
Integrated Multi-satellitE Retrievals for GPM; MSWEP, Multi-Source 
Weighted-Ensemble Precipitation; TRMM, Tropical Rainfall Measuring 
Mission.

Table 3 
All Events Were Simulated for 8 Days Starting at 00:00 on the Initial Date

 19422466, 2021, 7, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2020M

S002447, W
iley O

nline L
ibrary on [01/11/2024]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://agupubs.onlinelibrary.wiley.com/action/rightsLink?doi=10.1029%2F2020MS002447&mode=


Journal of Advances in Modeling Earth Systems

is much lower than 24 km leading to numerical errors that are absent when using WR2 and WRF8 (W. C. 
Skamarock, 2004).

3.2. Environmentally Conditioned Intensity-Frequency (ECIF) Decomposition

In this section, we present a novel approach to decompose precipitation errors that combines a decomposi-
tion based on dynamical and thermodynamical environmental regimes and one based on the frequency and 
intensity of subdaily rainfall events.

Let us first consider a temporal-varying 3-hourly precipitation field, denoted as Px,t, that has been regridded 
into the 24-km common grid mesh as described in Section 3.1. The index x varies between 0 and the total 
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Figure 2. Precipitation rate as simulated in the Weather Research and Forecasting2- control simulation (a and b) 
and as observed in the Integrated Multi-satellitE Retrievals for GPM product (c and d) for data sets at their native 
resolution (left panels) and for data sets remapped into the common 24-km grid mesh (right panels). All panels 
show the precipitation accumulated between 15:00 and 18:00 on the 4th of June 2016. Contour lines show mean sea 
level pressure from the model in (a and b) and from the ERA5 reanalysis in (c and d). The values PR and PRx in the 
bottom-left corner of each plot show the domain-average and domain-maximum precipitation rates (in mm (3 h)−1), 
respectively.
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number of grid points in the region, and t varies between 0 and the total number of 3-hourly data (616) 
which is given by the number of storm events (11) times the number of time steps per event (i.e., 56 as we 
discard the first day of the 8-day simulation).

Each 3-hourly precipitation value Px,t has an associated pressure vertical velocity at 500 hPa (ωx,t) and a 
vertically integrated water vapor (Wx,t). For observations, ω and W variables are derived from the ERA5 (or 
ERAI) reanalysis while for simulations both variables are obtained from the simulations themselves. To 
ensure that vertical motions mostly reflect large-scale circulations and that vertical motions associated with 
small-scale convection are filtered out, we performed a spatiotemporal smoothing of ω and W fields in both 
simulations and reanalysis. The smoothing is done by averaging in space (Δx ∼ 300 km) and time (Δt = 6 h) 
each local value of ωx,t and Wx,t and we denote the new large-scale variables by  ,

ls
x t and ,

ls
x tW , respectively. The 

spatial smoothing is performed using a Gaussian filter with a sigma equal to 300 km.

Figure 3 shows ωls and Wls for the CTL WRF2 simulation (a) and the ERA5 reanalysis (b) between 12:00 
and 18:00 on the 4th of June 2016. In both the simulation and the ERA5 reanalysis, the integrated water 
vapor Wls varies between 10 and 60 mm and the vertical velocity between −0.8 and 0.2 Pa s−1 (0.1 Pa s−1 
corresponds to about 2 cm s−1). Despite CTL WRF2 having a much higher resolution than ERA5 (about a 
factor 10), the ωls and Wls fields appear very similar due to the spatiotemporal smoothing applied. Also, note 
that the fields ωls and Wls are strongly correlated with each other and regions with strong ascending motion 
(ωls ≪ 0) are associated with very humid areas (Wls ≫ 0).

The dependence of the precipitation on environmental conditions is then assessed by the discretizing (i.e., 
binning) ωls and Wls into different categories (that are here denoted as “regimes” as in Bony et al. (2004)) 
with ωls between   1[ , ]ls ls

i i  and Wls between 1[ , ]ls ls
j jW W . Based on the values of  ,

ls
x t and ,

ls
x tW , 3-hourly pre-

cipitation rates (Px,t) are remapped into the environmental regimes phase space so that , , , ,x t i j ni jP P . Each 
regime (i, j) thus contains a total number of events Ni,j and a total precipitation (PTi,j) given by,


  

,

, , , , ,,
0,

Ni j

i j i j n i j i ji j
ni j

PT P N I (2)
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Figure 3. Large-scale 500-hPa pressure vertical velocity ωls (contour lines; in Pa s−1) and integrated water vapor Wls 
(colors; in mm) for the Weather Research and Forecasting2-control simulation (a) and the ERA5 reanalysis (b). Both 
panels show the mean value between 12:00 and 18:00 on the 4th of June 2016.
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where ,i jI  is the mean precipitation intensity across all events in a given regime. The total precipitation in 
each regime PTi,j can be approximated as the product of the number of precipitating events ( ,

rain
i jN ) and their 

average precipitation intensity ( ,
rain

i jI ):

 , , ,
rain rain

i j i j i jPT N I (3)

where a 3-hourly event is considered a raining event only if its total precipitation is larger than or equal to 
0.25 mm. The choice of this threshold, similar to the one used by Dai et al. (2017) (0.1 mm h−1), leads to an 
error in the approximation of Equation 3 below 5% of the total precipitation. In addition, the number of pre-
cipitating events ( ,

rain
i jN ) can also be expressed as the product of the total number of events (Ni,j) and the prob-

ability of precipitation occurring given the specific environmental conditions ( , ( | ( , ))ls ls
i j i jp p rain W ):

  , , , ,
rain

i j i j i j i jPT N p I (4)

where pi,j varies between 0 and 1. Defined this way, PTi,j gives the total amount of precipitation that fell with-
in each regime (i, j) and as such, it depends on the size of the region (i.e., # of grid points) and the length 
of the period being considered. To compare across regions of different size (e.g., land vs. ocean grid points), 
we normalize PTi,j by the total number of grid points to define  ,i jPT  which provides the total precipitation 
per grid cell.

Using Equation 4, the simulated total precipitation error in each regime is given by the difference between 

modeled (m) and observed (o) estimations (   , , ,
m o

i j i j i jPT PT PT


). Replacing using Equation 4 and rear-
ranging terms we have (for simplification we have removed indices (i, j)):

   

     

         

   

, ,

, ,Δ Δ Δ

m o

m m rain m o o rain o

o rain o rain o o rain o o

PT PT PT

N p I N p I

N p I p I N I N p R

N p I R





   

 (5)

where Δ denotes the difference between modeled and observed values (e.g., ΔN = Nm − No ). Equation 5 
explicitly states that errors in the total precipitation in each regime (i, j) can result from four distinct terms:

1.  Nϵ is associated with the ability of the model to simulate the observed frequency of specific large-scale 
environmental conditions (“regimes”) and is zero only when the model simulates the right frequency of 
occurrences Nm = No. This error is denoted as the “environment” component of the error.

2.  pϵ is associated with the ability of the model to simulate the observed number of precipitation events 
given some environmental conditions and is zero only when the simulated probability of precipitation 
occurrence is as observed pm = po. This error is denoted as the “frequency” component of the error.

3.  Iϵ is associated with the ability of the model to produce the right rainfall rate given some environmental 
conditions and is zero when , ,rain m rain oI I . This error is denoted as the “intensity” component of the 
error.

4.  Rϵ is associated with interaction terms and is denoted here as the “residual” component of the error. It is 
shown to be small compared with the other errors. Rϵ can be expressed as:

           ,Δ Δ Δ Δ Δ Δ Δ Δ Δrain o rain o rain o rainR N p I p I N I N p p I N (6)

In any given regime, the calculation of the error using Equation 5 is well defined when both (or when nei-
ther) simulations nor observations show some precipitating events. In the case in which only one of the two 
data sets show some precipitating events the error cannot be calculated using Equation 5. In such a case, the 
error is defined as the value of the precipitation in either data set, with a minus sign when the precipitation 
is missing in the model and a positive sign when the precipitation is missing in the observations. In these 
cases, we assume that the error is associated with the large-scale environmental component of the error 
(Nϵ). This way, the approach might be more insightful if the method is going to be applied to look at future 
climate simulations (future changes instead of errors) where large differences will arise due to differences 
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in the environment conditions (e.g., the amount of precipitable water). Note that for regimes that occur 
without any precipitation event, variables Ni,j and pi,j will be well defined but the intensity rainI  will not.

3.3. Error Metrics Including Absolute and Additive Absolute Errors

It is easy to see from Equation 5 that for any given regime, small total precipitation errors can be obtained by 
compensating positive and negative errors across different error terms. Moreover, it is also easy to see that 
a small overall precipitation error could be obtained by compensating positive and negative errors across 
different regimes. To assess the role played by the compensation of errors and whether models simulate the 
right precipitation for the right reasons, we define four new error metrics that allow a different degree of 
error compensation.

The first error metric, denoted as the absolute error (AE), allows for all possible error compensations (i.e., 
compensations across regimes and across error terms) and is calculated as the absolute value of the sum of 
all errors:

      , , , , ,
, ,

| | | ( ) |AE
i j i j i j i j i j

i j i j
PT PT N p I R

    
 (7)

The second error metric, denoted as the regimes additive AE (R-AAE), prevents the compensation of errors 
occurring between different environmental regimes and is calculated as the sum of AEs of the total precip-
itation in each regime (i, j):

       , , , , ,
, ,

| | | |R AAE
i j i j i j i j i j

i j i j
PT PT N p I R

    
 (8)

The third error metric, denoted as the environment-frequency-intensity-additive AE (EFI-AAE), prevents 
the compensation of errors occurring between the environment, frequency and intensity error terms and is 
calculated as follows:

        , , , ,
, , , ,

| | | | | | | |EFI AAE
i j i j i j i j

i j i j i j i j
PT N p I R   

 (9)

Finally, the fourth error metric, denoted as the additive AE (AAE), prevents all possible error compensa-
tions within the framework and is calculated as the sum of AEs for individual regimes and error terms:

    , , , ,
, , , ,

| | | | | | | |AAE
i j i j i j i j

i j i j i j i j
PT N p I R   

 (10)

Defined this way, the four error metrics provide a hierarchy of errors allowing for different degrees of error 
compensation. The AAEPT  is always greater or equal to the other errors while the AEPT  is smaller or equal 
to the other errors. In particular, AAEPT  is zero only when errors in all individual regimes and terms are zero 
while the other three errors might be zero even if individual errors are non-zero but compensate with each 
other. Note that from a purely mathematical perspective, there are many simulated rainfall fields that can 
lead to a zero error in the case of AEPT  but only one that can lead to a zero error in AAEPT .

Model errors are calculated relative to the median across all five satellite-based products as the reference 
data. The observational uncertainty can then be estimated by calculating error metrics using individual 
satellite-based products relative to the median across all products ( ,

AAE
obsiPT ). For example, the observational 

range can be estimated as the largest error across all five satellite-based products obsi:

 , 5 ,max( )AAE AAE
obs obsii

PT PT  (11)

A second observational uncertainty measure can be obtained by considering the second largest error to es-
timate , 4

AAE
obsPT . Error metrics are sometimes normalized by the median observed total precipitation across 

all regimes:  ,,
o
i ji j PT .
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4. Results
4.1. Assessing Total Precipitation Biases

Averaged precipitation from observations (gray markers) over ocean grid points and individual events is 
shown in Figure 4a. Averaged precipitation shows large differences across events with values varying be-
tween about 2 mm d−1 (#8, 2008-8-18) and about 12 mm d−1 (#10, 2016-6-1). There is quite strong agreement 
among observational products with mean precipitation differences that are usually within 15%. However, 
there are some systematic differences with IMERG usually providing the highest mean precipitation rate 
(about 1 mm d−1 larger than the other data sets) and GSMaP the lowest precipitation rate among all five 
observational products.

Results for land grid points (Figure 4b) are qualitatively similar to those for ocean grid points but averaged 
rainfall rates are lower by about 40%. The observational range over land grid points is similar to the one ob-

tained over ocean with the exception of the 2007-6-4 (#1) event for which 
GSMaP estimation is twice as large as any other estimation. Over land, 
all satellite-based products compare well with the gridded station data set 
(AGCD) and difference are again usually within 15%.

Figure  5 shows precipitation mean biases for several subensembles of 
simulations relative to the mean across all observations. Values in Fig-
ures 5a and 5b show mean biases calculated by averaging over the full 
ensemble while leaving constant the specific factor considered. For exam-
ple, the resolutions column (“resols.”) shows three values, one for each 
resolution, that were obtained by averaging precipitation rates across 
simulations with a given resolution. Similarly, the observations column 
(“obs.”) shows five and seven values in panels (a) and (b), respectively, 
showing mean biases calculated using individual observations instead of 
the mean across all observations (i.e., the "obs" column gives an idea of 
the observational uncertainty). Results show that the full ensemble has 
a negative bias of about −1.2 mm d−1 over the ocean and a nearly zero 
bias over land. WRF24 simulations seem to produce about 0.5 mm d−1 
less precipitation than WRF2 simulations regardless of whether the av-
erage is calculated over ocean or land grid points (see “resols”. column). 
The choice of the model physics (“phys”) also leads to some differences 
in mean biases and the magnitude and sign of these biases depend on 
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Figure 4. Domain-averaged precipitation rates (in mm d−1) for individual events over land (a) and ocean (b) grid 
points for several observational products (see colors/symbols). The black horizontal line shows the precipitation 
averaged across observed-based products, events and the domain. AWAP and CHIRPS are only available over land grid 
points.

Figure 5. Mean biases for different subensembles over land (a) and 
ocean (b) grid points. Different subensembles are obtained by considering 
the different dimensions of the full ensemble (resolutions (3), physics 
(5), events (11), and oceanic boundary conditions (2); see Equation 1) 
and by fixing, one at the time, the different values of each dimension. 
In addition, the column “obs.” shows the bias calculated separately for 
each observational product. The black horizontal line shows the averaged 
precipitation bias across the full ensemble.
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whether ocean or land grid points are considered. For example, changing 
the surface and planetary boundary layer scheme from YSU (CTL mem-
ber) to MYJ (PBL member) leads to more precipitation over land but less 
precipitation over the ocean. Also, the change of the cumulus scheme 
from BMJ (CTL) to KF (CU) has a larger effect over the ocean than over 
land. The use of different OBCs (HIST vs. HIST-BRAN) seems to have 
very little effect on the total precipitation with both subensembles leading 
to nearly the same mean biases. Finally, column “obs.” shows that the 
choice of the observational product use to calculate the bias can have a 
substantial impact on the value of the ensemble mean bias. Over ocean 
grid points, the largest negative biases are found compare with IMERG 
data set while over land grid points biases are largest compared with the 
GSMaP product.

4.2. Decomposing Precipitation Over Ocean

Figure  6a shows IMERG total precipitation per ocean grid point for 
regimes obtained using large-scale 500-hPa omega (ωls) and vertical-
ly integrated water vapor (Wls) from the ERA5 reanalysis. As shown in 
Equation  4, in each regime the total precipitation can be described as 
the product of three terms: the number of occurrences in each regime 
(Figure  6b), the probability of precipitation occurring in each regime 
(Figure 6c) and the mean intensity of precipitating events in each regime 
(Figure 6d). Figures S3 and S4 show the total precipitation in each re-
gime over ocean grid points for the five different observation products 
(Figure  S3) and for the CTL-HIST member for the three resolutions 
WRF24, WRF8, and WRF2 (Figure S4).

Total precipitation (Figure  6a) is distributed quite uniformly across a 
wide range of regimes with values peaking at about 20 mm for regimes 
with ωls ∼ −0.4 Pa s−1 and Wls ∼ 28 mm. However, decomposition terms 
(Figures 6b–6d) show that the total amount of precipitation is attained 
differently for different regimes. The most frequent regimes (N; Figure 6b) 
are those with ωls ∼ 0 Pa s−1 and Wls ∼ 18 mm and the number of occur-
rences decreases rapidly as we consider regimes with stronger dynamical 
forcing and/or more humid environments. On the contrary, the probabil-
ity of precipitation being triggered (p (rain|N); Figure 6c) and the mean 

intensity ( rainI ; Figure 6d) both increase as we consider stronger dynamical forcing and more humid en-
vironments. According to IMERG observations, the probability of precipitation being triggered is nearly 
0 for regimes with ωls ≥ 0 Pa s−1 and nearly 1 for regimes with ωls < −0.5 hPa s−1. The mean intensity of 
rainfall attains about 100 mm every 3 h for very humid environments. In addition, Figures 6a–6d show that 
strongest ascending motions only occur simultaneously with very large values of Wls leading to an elongated 
shape in the occurrence of regimes that suggests a strong relation between ascending motion and low-level 
moisture advection processes around cyclonic circulations.

Figure  7 shows the total precipitation bias averaged across WRF2 simulations for individual regimes 
(Figure 7a) and the three error decomposition terms Nϵ, Tϵ, and Iϵ (Figures 7b–7d). The contribution to 
the total error by the residual term is small and is shown in Figure S5. Biases are calculated relative to the 
median across the five observational products. The stippling (see “x” markers) in the total error and the 
frequency and intensity error terms (Figures 7a and 7c–7d, respectively) denotes those regimes where the 
sign of the bias agrees across the five observational products.

WRF2 simulations overestimate the total precipitation for regimes with low Wls and weak ωls and un-
derestimates the precipitation for most other regimes (Figure  7a) with all three decomposition terms 
(Figures 7b–7d) contributing substantially to the total precipitation error. According to the environment er-
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Figure 6. Panel (a) shows the Integrated Multi-satellitE Retrievals for 
GPM total precipitation per grid point for different regimes of integrated 
water vapor (Wls; every 3 mm) and 500-hPa pressure vertical velocity 
(ωls; every 0.1 Pa s−1) as obtained from the ERA5 reanalysis. The total 
precipitation is decomposed according to the number of times that 
environmental conditions occurred in each regime (b), the probability 
of precipitation occurring in each regime (c) and the intensity of 
precipitation in each regime (d). Terms are calculated using 3-hourly 
data and for regimes with at least five precipitating events by pooling 
together precipitation from all events. See Section 3.2 for details on the 
decomposition.
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ror term (Figure 7b), WRF2 produces a negative bias for low Wls regimes 
and a positive bias for high Wls regimes suggesting that WRF2 produces 
moister environments than the ERA5 reanalysis over most dynamical 
regimes. The frequency error term (Figure 7c) shows that WRF2 simula-
tions produce precipitation too often for regimes with low Wls and weak 
ω while they produce precipitation too rarely for regimes with high Wls 
and moderate ω. As shown by the stippling, these biases are robust to the 
choice of the observational data set. The intensity error term (Figure 7d) 
shows that WRF2 simulations underestimate the intensity of precipita-
tion over most regimes. Again, this result is often robust to the choice of 
observations.

Total precipitation errors as a function of Wls averaged across weak 
(ω ≥ −0.3 Pa s−1) and strong (ωls < −0.3 Pa s−1) dynamical regimes are 
shown in Figure  8 for individual simulations. For weak dynamical re-
gimes, the total precipitation error (Figure 8a) is usually larger than zero 
for low values of Wls (Wls ≤ 30 mm) and smaller than zero for high values 
of Wls (Wls ≥ 40 mm) although only biases for high values of Wls seems to 
be robust to the choice of the observed data set. Looking at individual de-
composition terms, it is seen that the small errors for low-to-moderate Wls 
values result from a compensation between robust positive errors in the 
frequency term (Figure 8e) and negative errors in the intensity term (Fig-
ure 8g). This result is valid for most individual members of the ensemble 
although WRF2 simulations show smaller errors for both the frequency 
and intensity terms. For high values of Wls and weak dynamical regimes, 
WRF2 members show a distinct behavior compared with WRF8/WRF24 
with opposite error signs for the frequency term and smaller errors for 
the intensity term. Errors in the environment error term show a modest 
underestimation of low Wls and overestimation for moderate and high 
Wls consistent with all simulations showing a positive bias in the Wls.

Results for strong dynamical regimes (right panels in Figure 8) show that 
most members underestimate the total precipitation for all Wls values, 
largely due to a negative error in the environment term and to a lesser 
extent, in the intensity term. Errors in the environment term are much 
larger than for weak dynamical regimes suggesting that the magnitude 
of the Wls bias depends on the environmental conditions. Figure 8b also 
shows that the bias in Wls depends on the choice of resolution and phys-
ics with errors that are smallest among WRF2 simulations and largest 
among WRF24 simulations. Errors in the intensity and frequency terms 
are smaller for strong than for weak dynamical environments and differ-
ences between resolutions are also usually smaller.

Overall, the choice of the physics seems to have a modest impact in most 
errors although there are some exceptions. For all dynamical regimes, 
the environment error term is mostly affected by the representation of 
boundary layer processes (CTL vs. PBL) and to a lesser extent, by the rep-

resentation of convective processes (CTL vs. CU), particularly for WRF24 and WRF8 for strong dynamical 
regimes. For weak dynamical regimes, the frequency error term is mostly affected by the representation of 
convective processes, even when considering WRF2 simulations presumably because of the effect through 
the boundary conditions. The intensity error term is again mostly affected by the choice of the cumulus 
scheme in the case of WRF8 and WRF24. For WRF2 simulations, the choice of the MPS and PBL schemes 
seems to play the largest role for weak and strong dynamical regimes, respectively.
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Figure 7. Weather Research and Forecasting2-control error relative 
to the median across five satellite-based observations (CMORPH-CRT, 
GSMaP, IMERG, MSWEP and TRMM-3B42) for the total precipitation 
per grid point (a) and the three decomposition terms: environment error 
(b), frequency error (c), and intensity error (d). Results are for ocean grid 
points. In panels (a, c, and d), “x” markers denote those environmental 
regimes where the sign of the bias agrees among the five observations. All 
terms are calculated using 3-hourly data and for regimes with at least five 
precipitating events. See Section 3.2 and Equation 5 for details on the error 
decomposition.
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4.3. Decomposing Precipitation Over Land

IMERG total precipitation and decomposition terms per land grid point 
are shown in Figure 9. The range of regimes over land grid points decreas-
es compared with ocean grid points due to a lesser occurrence of regimes 
with high or very high Wls and ωls. In addition, the intensity of precipita-
tion is usually higher over ocean compared with land grid points when 
considering regimes with the same environmental conditions (i.e., same 
ωls and Wls). As a consequence, the average total precipitation over land 
grid points is lower than over ocean grid points (as shown in Figure 4).

The near-zero error shown in the domain-averaged precipitation plot 
(Figure 4b) results from the compensation between positive and negative 
errors across different regimes and across error terms (Figure 10). Similar 
to ocean grid points, the environment error shows that WRF2 simula-
tions are usually too humid compared with observations. WRF2 simu-
lations systematically overestimate the frequency of precipitation (Fig-
ure  10c) and underestimate the mean intensity of precipitating events 
(Figure 10d) compared with observations regardless of the choice of the 
reference data set.

For weak dynamical regimes (left panels in Figure  11), errors in total 
precipitation are positive and generally small although the spread across 
individual members is quite large. Errors in the environment term are 
similar in WRF2 and WRF24 simulations while WRF8 simulations show 
very large errors when using the default cumulus scheme (BMJ). This 
suggests that some of the hypotheses used in the BMJ cumulus scheme, 
that seem to work relatively well for the WRF24 simulation, fail in the 
“gray zone” for the WRF8 simulation. Moreover, it seems that some of the 
large errors in WRF8 simulations using BMJ cumulus scheme are inher-
ited by WRF2 simulations through the boundary conditions and WRF2 
simulations also show the lowest errors for the CU simulation that uses 
the KF scheme instead of the BMJ scheme. All simulations show a clear 
compensation between large positive errors in the frequency term and 
negative errors in the intensity term.

For strong dynamical regimes (right panels in Figure 11), errors in total 
precipitation are mostly negative and largely explained by errors in the 
environment term. As for ocean grid points, WRF2 simulations outper-
form WRF8 and WRF24 particularly by improving the representation of 
the environment term. Errors in the frequency and intensity terms are 
relatively small and do not show the strong compensation found for weak 
dynamical regimes.

The effect of changing the representation of subgrid-scale processes dif-
fers for the various error terms. For the environment error, the largest 
differences compared to the CTL run are usually related with the choice 
of the PBL and CU schemes, depending on the resolution of the simula-
tion. For all resolutions, the frequency error term is mostly affected by the 
choice of the PBL scheme for weak dynamical regimes and the choice of 
the MPS scheme for strong dynamical regimes. Finally, the intensity error 
term is generally little affected by choices in different physics although 

the choice of the CU scheme leads to substantial differences for WRF24 and WRF8 simulations for strong 
dynamical regimes.
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Figure 8. Simulated errors relative to the median across observations as 
a function of integrated water vapor (Wls) for weak (ωls ≥−0.3 Pa s−1; left 
panels) and strong (ωls < − 0.3 Pa s−1; right panels) dynamical regimes. 
Results are shown for errors in the total precipitation (a and b), the 
environment (c and d), the frequency (e and f), and the intensity (g and 
h) terms. Colors show simulations performed using different resolutions 
and markers show different physics members. For each resolution and 
physics, the average across the two oceanic boundary conditions members 
is shown. Gray colors show errors for individual observations. The marker 
size is largest for the control (CTL) and the physics scheme leading to the 
largest difference compare to the CTL run. All terms are calculated using 
3-hourly data for ocean grid points and for regimes with a minimum of 
five precipitating events across all storms.
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Figures S6 and S7 show that results are qualitatively very similar when 
calculating the observed regimes using the ERAI instead of the ERA5 
reanalysis. The bias in the Wls is also present when comparing with the 
ERAI reanalysis but appears to be a little smaller.

4.4. Quantifying the Compensation of Errors

Previous sections show that simulations often produce small total pre-
cipitation errors by compensating positive and negative errors across dif-
ferent regimes or across different terms. In this section, we quantify the 
extent to which errors compensate in the different simulations by calcu-
lating the four error metrics defined in Section 3.3.

Top panels in Figure 12 show AAEs ( AAEPT ; see Equation 10) as a func-
tion of AEs ( AEPT ; see Equation 7) for individual simulations and obser-
vations for ocean (Figure 12a) and land (Figure 12b) grid points. All errors 
have been calculated relative to the median across the five satellite-based 
products. There are some fundamental differences between both errors:

1.  Error magnitude: additive absolute errors (AAEs) are about six times 
larger than absolute errors (AEs).

2.  Error sensitivity: AAE and AE show a very different sensitivity to the 
choice of the member. For example, over the ocean, the simulation 
that shows the best performance according to the AE (WRF8-CU-
HIST) only shows an average performance according to the additive 
error. The level of agreement between the sensitivity of AAE and AE 
is estimated using the Spearman correlation coefficient (see rs value 
in top-left corners of each plot) that shows values of 0.48 and 0.05 
over ocean and land grid points, respectively. This suggests that, par-
ticularly over land grid points, both errors provide a very different 
view of the skill of the ensemble.

3.  Error information: AAEs are much more efficient than AEs at separating observations from simulations. 
Over both land and ocean grid points, the AAE of every single model simulation lies outside the obser-
vational uncertainty meaning that AAEs are always robust to the choice of the reference data set. On 
the other hand, the AE of individual simulations is very often within the observational uncertainty over 
both land and ocean grid points.

Middle panels in Figure 12 show AAEs as a function of the EFI-AAE ( EFI AAEPT ; see Equation 9). Again, 
AAEPT  is larger than EFI AAEPT  and the sensitivity of both errors is similar over ocean (rs = 0.88) but quite 

different over land grid points (rs = 0.52). In contrast, errors obtained using the environmental regime's 
AAEs ( R AAEPT ; see Equation 8) are nearly perfectly correlated with the AAEs over land (rs = 0.94; Fig-
ure 12f) and well correlated over ocean grid points (rs = 0.78; Figure 12e).

Total AAEs (full bars) and the contribution from individual error terms (in colors) averaged across different 
subensembles for ocean (left panels) and land (right panels) grid points are shown in Figure 13. In relative 
terms, AAEs are larger over land than over ocean grid points. The comparison across additive errors in 
different resolution subensembles (Figures 13a and 13b) shows that WRF2 simulations outperform WRF8/
WRF24 simulations by about 20% over both ocean and land grid points. Improvements arise from a reduc-
tion of all three error terms dominated by the environment and intensity error terms over ocean grid points 
and by the environment and frequency error terms over land grid points. Over ocean grid points, simulated 
AAEs are always larger than the observational uncertainty range (full red line; see Equation 11) suggesting 
that AAEs are robust to the choice of observational data set. Over land grid points, the full observational 
uncertainty range is nearly as large as the additive errors but the large observational range arise mostly 
from the inclusion of the TRMM-3B42 data set and when removed the observational range is much lower 
(dashed red line).
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Figure 9. As in Figure 6 but for land grid points.
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Differences between total AAEs in different physics subensembles are 
within 10% over ocean and land grid points (Figures 13c and 13d). Over 
ocean grid points, the PBL and CU subensembles perform best and im-
prove the CTL subensemble by nearly 10% on average. However, the 
specific way in which individual physics members improve upon the 
CTL run differs, with the PBL improving the environment and frequen-
cy terms and the CU improving the frequency and intensity terms. Over 
land grid points, the PBL, RAD, and CU subensembles improve CTL sim-
ulations by about 5%. In this case, all three physics members’ improve-
ments arise from a better representation of the environment term com-
pared to the CTL run. Note that, while overall improvements for different 
physics members are modest (i.e., within 10%), these arise from positive 
and negative error differences in individual error terms.

Finally, differences between subensembles performed with different 
ocean boundary conditions (Figures 13e and 13f) are negligible over both 
land and ocean grid points although the subensemble using the high-
est resolution SSTs (HIST-BRAN) shows a slight improvement over the 
ocean.

Results obtained using the ERAI instead of the ERA5 reanalysis are 
shown in Figure S9. When using ERAI, errors are overall smaller and the 
improvements by the WRF2 subensemble are about 10% instead of 20%.

5. Discussion
We have assessed how well an ensemble of high-resolution simulations 
represent the precipitation associated with some of the strongest cyclones 
that affected the east coast of Australia in the last 20 years. The ensemble 
comprises a total of 330 simulations including simulations performed us-
ing different horizontal resolutions, different physics and different ocean 
boundary conditions. To assess the performance, we decompose observed 
and simulated 3-hourly precipitation fields using two different but com-
plementary decompositions. The first one involves separating rainfall 
rates according to dynamical (vertical velocity at 500 hPa) and thermody-
namical (water vapor content) regimes. The second involves separating 
rainfall values in each regime into contributions from the frequency and 
intensity of precipitation. Using both decompositions, we then describe 
the error in total precipitation as the sum of three error terms that include 

errors in large-scale environmental conditions, in the frequency of precipitation and in its intensity.

Our assessment shows a number of systematic errors that are common to all members of the ensemble, re-
gardless of their horizontal resolution, physics schemes, and ocean boundary conditions used, and whether 
convection is parameterized or explicitly represented:

1.  Simulated errors are larger for weak than for strong dynamical regimes particularly when considering 
the frequency and intensity error terms.

2.  Simulations produce precipitation too often with an intensity that is too weak, particularly under weak 
dynamical forcing. This links with the well-known issue of climate models producing too much drizzle 
(e.g., Sun et al., 2006) and shows that the higher resolution and the explicit representation of convection 
do not fully solve this issue.

3.  Simulations usually have a substantial bias in the vertically integrated water vapor although the magni-
tude and sign of this bias depend on the strength of the dynamical forcing.

4.  Relative to the total amount of precipitation, errors are larger over land than over ocean grid points 
mainly due to larger errors in the representation of the environment error term.
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Figure 10. As in Figure 7 but for land grid points.
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Our results also show that several aspects of the precipitation field de-
pend strongly on the configuration of the model. Two-km resolution sim-
ulations (WRF2), performed without parameterized convection, show 
improvements in all three error terms compared to WRF8/WRF24. For 
weak dynamical regimes, improvements are dominated by smaller er-
rors in the frequency and intensity terms while for strong dynamical re-
gimes, errors are dominated by the environment error term. Specifically, 
improvements in the environmental conditions are related to a smaller 
positive bias in the vertically integrated water vapor likely due to a bet-
ter representation of evaporation processes and the vertical transport of 
moisture. Further work is, however, needed to better understand these 
links and the moisture differences between WRF2 and WRF8/24 includ-
ing, for example, the influence of increasing the vertical resolution. In 
addition, mostly for weak dynamical regimes, WRF2 improves the sim-
ulation of the frequency and intensity of rainfall compared with WRF8/
WRF24. Over land, WRF8 simulations perform poorer than WRF24 due 
to large errors in the representation of large-scale environmental con-
ditions that are very sensitive to the choice of the cumulus scheme. We 
speculate that this is due to WRF8 operating in the so-called “gray zone”.

The choice of subgrid-scale physics schemes has a strong impact on the 
total error mostly by affecting the error in large-scale environmental con-
ditions. In this regard, over both land and ocean grid points, the main 
differences arise when changing the cumulus and planetary boundary 
layer schemes and these differences are mostly explained by the total 
amount of moisture made available, either through the vertical transport 
or through evaporation processes. These results are in agreement with 
Gilmore et al. (2016). Overall simulations are little affected by changes in 
the spatial resolution of the ocean boundary conditions (i.e., SSTs).

A key aspect of the assessment is the use of several high-spatiotempo-
ral resolution rainfall products in order to evaluate the observational 
uncertainty. Our results indicate that differences between observation-
al products are large but when combining information from individual 
decomposition terms, observational products agree quite well with each 
other and provide a fundamentally different picture compared to simula-
tions. In this regard, among the five satellite products used in this study, 
the largest contribution to the observational range over ocean grid points 
arise from the TRMM-3B42 and MSWEP products. Over land grid points, 
the inclusion of TRMM-3B42 produces a doubling of the observational 
range suggesting some fundamental difference with IMERG, MSWEP, 

CMORPH-CRT, and GSMaP. In addition, the calculation of the observed large-scale environmental regimes 
requires the use of reanalysis data. To assess the dependence on the choice of reanalysis, we have calculated 
the observed regimes based the ERA5 and the ERAI reanalyzes and our results show little dependence to 
this choice.

Using the three error terms, we define several new error metrics that quantify the amount of compensation 
between errors of different sign and provides a completely different view of the skill of the ensemble com-
pared with the commonly used bias or AEs. The new AAE provides a better characterization of the overall 
performance because:

1.  AAE penalizes models that produce the right results for the wrong reasons making this metric more 
resistant to model calibration and tuning.

2.  AAE is much more efficient than the AE at separating observations from simulations. This result shows 
the value of breaking-up errors into components as it is a much more difficult task for models to correct-
ly get all individual components than to correctly get the final value.

DI LUCA ET AL.

10.1029/2020MS002447

17 of 22

Figure 11. As in Figure 8 but for land grid points.
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3.  Contrary to the AE, AAE is never close to zero and differences across errors in individual members of 
the ensemble are much smaller than the errors themselves. We speculate that this is a more realistic 
behavior of the actual errors.

6. Conclusions
We have presented a decomposition of total precipitation, denoted as Environmentally Conditioned Intensi-
ty-Frequency (ECIF), that can be equally applied to simulations and observations and can be used to evalu-
ate the ability of climate models to represent precipitation processes in an insightful way. We argue that this 
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Figure 12. Additive absolute errors as a function of absolute (top panels), intensity-frequency-additive errors (middle 
panels), and regimes additive errors (bottom panels). Left panels show results for ocean grid points and right panels for 
land grid points. All errors are calculated relative to the median across the five observations. Gray colors show errors 
for individual observations and other colors for individual simulations. The rs value in the top-left corner shows the 
Spearman correlation coefficient between simulated errors. Refer to Section 3.3 for the definition of errors.
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decomposition provides a useful framework to evaluate models' precipitation that depends little on tunable 
parameters of the model, that provides physical insights about the sources of errors and that can be used to 
assess whether models are able to simulate the right amounts of rainfall for the right reasons. In addition, 
the proposed framework is well suited to assess whether models are fit-for-purpose for future projections 
because the background state quantities (circulation and moisture content) assessed will directly respond 
to future climate changes (Schmidt & Sherwood, 2015).

In our application of the ECIF decomposition to the precipitation associated to strong cyclones over the 
east coast of Australia, we found some clear improvements in the precipitation when running at convec-
tion-permitting resolutions with explicit representation of convection. We show that these improvements 
are not necessarily apparent when using common error metrics, such as mean biases or AEs, due to a strong 
compensation of errors. The added value of the convection-permitting simulations is thus made clear when 
the errors are separated into different components quantifying, in a meaningful way, different aspects of 
the simulation of precipitation. Our results also show substantial differences in the performance of various 
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Figure 13. Normalized precipitation additive absolute errors (full bars) and individual error terms (colors bars) for 
ocean (left panels) and land (right) grid points. Results are presented for different subensembles: resolutions (top 
panels), multi-physics (middle panels), and ocean boundary conditions (bottom panels). Errors are normalized by the 
median observed total precipitation across all regimes. The full and dashed red lines show the observational range using 
all five observations or only four data sets. For individual and total errors, relative error differences (in %) compared to 
the leftmost bar are shown. Refer to Sections 3.2 and 3.3 for details on the decomposition terms and the definition of 
errors.
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model configurations related with choices of subgrid-scale schemes including cumulus, planetary bound-
ary layer and MPS.

Our results suggest that the use of convection-permitting simulations (i.e., high resolution, explicit rep-
resentation of convection) can bring important benefits. However, it is currently too costly to use convec-
tion-permitting resolutions for some climate applications and the decision about which specific model/con-
figuration is to be used will depend not only on the models' performance but also on other considerations 
such as the models' complexity and the cost of performing ensembles of long simulations.

Further work is needed to elucidate some of these results including assessing in more detail the physical 
processes leading to differences between different configurations of the model. In addition, the application 
of this decomposition framework seems promising to assess future changes in precipitation in order to 
quantify dynamical and thermodynamical contributions to the total precipitation changes.
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