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Extratropical storms induce carbon
outgassing over the Southern Ocean
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The strength and variability of the Southern Ocean carbon sink is a significant source of uncertainty in
the global carbon budget. One barrier to reconciling observations and models is understanding how
synoptic weather patterns modulate air-sea carbon exchange. Here, we identify and track storms
using atmospheric sea level pressure fields from reanalysis data to assess the role that storms play in
driving air-sea CO2 exchange. We examine the main drivers of CO2 fluxes under storm forcing and
quantify their contribution toSouthernOceanannual air-seaCO2 fluxes.Our analysis relies on a forced
ocean-ice simulation from the Community Earth SystemModel, as well as CO2 fluxes estimated from
Biogeochemical Argo floats.We find that extratropical storms in theSouthernHemisphere induceCO2

outgassing, driven by CO2 disequilibrium. However, this effect is an order of magnitude larger in
observations compared to the model and caused by different reasons. Despite large uncertainties in
CO2 fluxes and storm statistics, observations suggest a pivotal role of storms in driving Southern
Ocean air-sea CO2 outgassing that remains to bewell represented in climatemodels, and needs to be
further investigated in observations.

The oceans have absorbed about 25% of the anthropogenic carbon over the
industrial era1, and nearly 40% of the oceanic uptake occurs through the
Southern Ocean’s mixed layer2–4. The remoteness of the Southern Ocean
and sparsity of surface CO2 observations, and differences in climate model
representation of upper ocean physics and biogeochemistry in this climatic
important region, hinder our ability to predict the fate of emitted carbon in
future climate states5. State-of-the-art climate models show large uncer-
tainties in seasonal air-sea CO2 fluxes and biological and physical processes
regulating oceanic carbon pathways, leading to discrepancies in the phasing
and amplitude of the air-sea CO2 flux seasonal cycle across models and
between models and observations6–9. As a result, discrepancies in the
strength of the global ocean carbon sink between models and observations
largely stem from the Southern Ocean10,11, where models also predict the
largest trends in the ocean’s carbon sink12.

Storm systems inject variability in the upper ocean on scales of a few
days, potentially distorting seasonal and annual air-sea CO2 flux estimates
from undersampled or unresolved variability13–15, but many questions
remain regarding the direction and magnitude of the CO2 flux anomaly
under storm forcing in the Southern Ocean. Recent observations from

biogeochemical (BGC) Argo floats deployed in the Southern Hemisphere16

suggest that the Southern Ocean may have released more CO2 to the
atmosphere in the wintertime than previously thought17–19, questioning the
strength of the SouthernOcean carbon sink20. Other approaches to estimate
air-sea CO2 fluxes from airborne observations of atmospheric CO2

gradients21, reconstructed estimates of oceanic winter CO2
22, and higher

resolution surface observations from a Saildrone mission circumnavigating
Antarctica14 suggest float data may overestimate CO2 outgassing. Recon-
ciling these different observation-based estimates requires quantifying
synoptic variability in the fluxes. High-frequency observations of ocean
partial pressure of CO2, pCO2, have demonstrated temporal variability on
time scales of a few days driven by changes in winds and upwelling
regimes14,23. The analysis of hourly wind speed and pCO2 measurements
from the circumpolar Saildronemission indicates wind speed products and
sampling frequencies have the largest impact on air-sea CO2 flux estimates
over the Southern Ocean14. Undersampling short-term variability intro-
duces uncertainties in air-sea CO2 mean fluxes (i.e., of 10–25%13) that can
result in monthly/seasonal mean CO2 flux biases of +20% that indicate
greater outgassing14, potentially driven by strong storms24. Nicholson et al.24
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investigated the mechanisms driving synoptic variability in air-sea CO2

fluxes over the Sub-Antarctic Zone from a summertimeWaveglider-Glider
mission equipped with turbulence sensors. They found that when strong
summer storms induce mixing deeper than the climatological mixed layer
depth, they are capable of reversing the air-sea CO2 flux from ingassing to
outgassing; because a mixing layer (i.e., actively turbulent) deeper than the
mixed layer (i.e., homogeneous in density) can penetrate into the deep pool
of carbon-rich waters.

Observational studies from themost extreme stormevents in the tropics
and subtropics have revealed a strong local influence on air-sea CO2

exchange25–27. In the tropics, hurricane-induced vertical mixing typically
decreases ocean pCO2 primarily from surface cooling effects25,28,29. Despite
decreases in ocean pCO2, most studies have found large fluxes of CO2 from
theocean to theatmosphere,mainlyattributed to the increasedwinds25,30 that,
through the gas transfer velocity (dependent on wind speed squared), effi-
ciently amplify themagnitude of the CO2flux in the direction of the local air-
sea CO2 dissequilibrium (i.e., differences in pCO2 between the ocean and
atmosphere, ΔpCO2). Combining air-sea CO2 flux observations from a few
cyclones with storm statistics, observational studies have projected an
increasingly important role of storms in contributing to the summertime and
annual air-sea CO2 outgassing locally (e.g., between 23 and 60% in the China
Seas26,30) and globally25. Modeling studies, however, have suggested a weak
contribution of tropical cyclones (TCs) to the global air-sea CO2 flux31

becauseof the integrated effect of oppositeCO2flux responses towind forcing
depending on pre-existing conditions of ΔpCO2, compensating effects that
occur after the passage of a storm, and the fact that TCs are only active in the
summer season. Because TCs can reach hurricane-force winds, TC-induced

changes in upper ocean physical and chemical properties can have con-
siderablemagnitude (e.g., cooling of orderO(1) °C,MLDdeepening of order
O(10) m, and increases in surface ocean pCO2 of order O(10–100) μatm)
while changes in atmospheric pCO2 appear to be negligible. Thus, most
studies have addressed the influence of TCs on global air-sea CO2 flux,
considering cyclone-induced changes in surface ocean pCO2 and upper
oceanphysics drivenbywind forcing. For any givenTC, there canbe a variety
of responses in ocean pCO2 (i.e., increases and decreases) that are not only
dependent on TC intensity and translation speed but also on the pre-existing
upper ocean state, including vertical gradients in carbonate chemistry
properties27. In principle, storms will produce changes in ocean physics, with
consequences for biology and biogeochemistry, as well as changes in the
atmosphericmarine boundary, potentiallymodifying atmospheric pCO2

32–34.
Extratropical cyclones in the Southern Hemisphere (SH) rarely reach

hurricane-scale force winds like their tropical counterparts, producing more
subtle changes in the upper ocean, but they are much more frequent and
active year-round35; showing higher density towards the high latitudes
(Supplementary Fig. 1). Here we investigate the role that SH storms play in
driving air-sea CO2 exchange, and estimate their contribution to Southern
Ocean annual air-seaCO2flux.We take a Lagrangian approach (i.e., tracking
storms in atmospheric sea level pressure fields), and construct storm-centric
composite anomalies of relevant ocean and atmosphere fields over many
stormrealizations.Weuse daily output froma forcedocean-ice integration of
the Community Earth System Model (CESM), air-sea CO2 flux estimates,
and other ocean variables derived from BGC Argo floats deployed by the
Global Ocean Biogeochemistry (GO-BGC) and the Southern Ocean Carbon
and Climate Observations and Modeling (SOCCOM) projects36. Though

Fig. 1 | Storm composites for air-sea CO2 flux, FCO2
, anomalies. Annual median

CO2 flux anomalies in storm-centric coordinates for a CESM, with averaged vector
winds overlaid, and c SOCCOM float data. Spatially averaged storm CO2 fluxes over
the equatorward side of storms are 0.65 ± 0.27 mmol m−2 day−1 for CESM, and
1.45 ± 0.25mmolm−2 day−1 for float-derived fluxes. Cross-hatched bins in c indicate
100 × 100 km bins with less than 10 float-based estimates. Flux sign convention:
positive values imply enhanced outgassing (from the ocean to the atmosphere, red).
Time evolution of air-sea CO2flux anomalies as a function of time before/after storm

passage for b CESM and d SOCCOM float data. The dashed line in d accounts for
synoptic variability in atmospheric pCO2 and winds, by extracting from ERA5 the
averaged atmospheric state at a profile’s location within 24h of a float’s sampling
time; whereas the solid line uses the monthly mean pCOatm

2 and gas transfer coef-
ficient (at a profile’s location) extracted from the SeaFlux product. Error bars
represent the standard error for median values. Note that in a and c storms are
identified from Sea level Pressure (SLP)minima, whereas in b and d, as an event with
CCMP surface winds higher than 10 m s−1 with a persistence of 3 days.
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each Argo float is programmed to profile every 10 days, floats sample ran-
domlyunder allweather conditions allowingus to aggregate profiles collected
under storms to provide an observational estimate of the mean storm effect
on theupperocean andair-seaCO2 exchange at the regional scale.We lookat
storm imprints over the surface ocean following storms, as well as the evo-
lution of anomalies before and after a stormpassage. By looking at collocated
wind time series within a few days before and after a float profile’s sampling
time, we can composite BGC Argo float observations in a time before/after
storm framework of reference (seeMethods).We assess the skill of the ocean
component of CESM (at coarse resolution, 1° × 1°) in simulating air-sea CO2

flux changes under storm forcing, by comparingmodel outputwith estimates
of air-sea CO2 fluxes derived from BGC Argo floats taking into account
potential biases in float data.We estimate how important stormsmight be in
the context of Southern Ocean regional CO2 exchange, and examine storm-
related anomalies in the CO2 flux and its drivers under storm forcing.

Results
Storms induce CO2 outgassing
On average storms induce outgassing of CO2, as indicated by storm-centric
composites of air-sea CO2 flux anomalies from CESM model output and
inferred from BGC Argo float data (Fig. 1). In the model, CO2 outgassing
occurs primarily equatorward of storm’s center (Fig. 1a), where winds are
stronger and aligned with the mean direction of propagation of cyclonic
systems. The spatial pattern in CO2 outgassing within areas impacted by
storms is also discernible in CO2 flux estimates derived from float data
collocated around storms, when referenced to averaged fluxes from profile
data outside storms (Fig. 1c). The magnitude of the storm CO2 outgassing
anomaly (i.e., spatially averaged CO2 flux anomalies over the equatorward
side of a stormcenter) is larger infloat data (~1.45 ± 0.25mmolm−2 day−1 or
~0.53 ± 0.09 mol m−2 yr−1), albeit somewhat noisier spatially relative to

storm centers, compared to CESM (~0.65 mmol m−2 day−1 or ~0.24 mol
m−2 yr−1), by at least a factor of 2 (Fig. 1, and Supplementary Fig. 2).
Summertime CO2 flux estimates from a Waveglider mission in the Sub-
Antarctic Zone of the Southern Ocean also indicate that strong storms can
induce CO2 outgassing of order 1 mmol m−2 day−124. The greater corre-
spondence in themagnitude of the stormCO2flux anomalies betweenArgo
floats andWaveglider observations suggests deficiencies in the model in its
representation of relevant oceanic processes associated to storms may lead
to weaker storm CO2 outgassing anomalies in the model.

Notably, storm CO2 outgassing maximizes at day zero (i.e., within a
day of the passage of a storm) both in themodel and in float-basedCO2 flux
estimates (Fig. 1b and d). We will show that anomalies in the gas transfer
velocity and the ΔpCO2, which determine the air-sea CO2 flux (see Meth-
ods), show the same phasing as the CO2 flux anomaly, maximizing at day
zero. Although changes in oceanic conditions that are conducive to CO2

outgassing are detectable in the model (e.g., enhanced surface dissolved
inorganic carbon), these lag the CO2 outgassing anomaly by at least 3 days,
indicating the oceanic response is not the main driver of CO2 outgassing in
the model.

Storm-inducedCO2 outgassing occurs over a broad latitudinal band in
the model, mostly in the Sub-Antarctic Zone, and stronger outgassing is
detected over the Pacific sector of the Southern Ocean (Fig. 2a). In float
observations, CO2 outgassing anomalies (relative to the averaged CO2 flux
forfloat profiles outside storms), is confined to higher latitudes compared to
the model, but show the zonal asymmetry in CO2 fluxes previously iden-
tified in float-based CO2 flux estimates37. There is a tendency for negative
CO2 flux anomalies, indicating uptake, in the southwestern South Atlantic
and towards subtropical latitudes, both in the model and observations
(Fig. 2a, b). Though float-based estimates are more sparse, there is general
agreement in the spatial distribution of storm CO2 flux anomalies

Fig. 2 | Spatial distribution and seasonality of storm anomalies for air-sea CO2

flux, F0
CO2

. a Map of storm-induced FCO2
anomalies in CESM (spatial average

considering the top half area, i.e. 0–10° equatorward of storm centers (red in
Fig. 1a)). bMap ofFCO2

anomalies derived fromBGC float profile data. Anomalies of
FCO2

derived from Argo float data are collocated within ERA5 storm centers iden-
tified during the period 2014-2022. Float profiles within ~1000 km of a storm center

are circled in black. c Zonal and d monthly mean standardized storm anomalies of
CO2 flux (red), compared to the median CO2 flux for the Southern Ocean south of
35° S (blue), from CESM (solid lines) and BGC float data (dashed lines). Error bars
represent the standard error for the mean/median. Flux sign convention: positive
values imply enhanced outgassing (from the ocean to the atmosphere, red).
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(Fig. 2a, b). The change in sign in the storm CO2 flux response between the
subtropics and sub-Antarctic regions, evident in the zonally averaged CO2

fluxesderived fromfloat observations (dashed red line inFig. 2c) suggests an
influence of the latitudinal differences in drivers of ocean pCO2 and back-
ground seasonality (see Supplementary Note 5, and review by Gray20).
However, in the model, the storm CO2 ingassing in the subtropics is not
statistically significant in a zonal average sense (Fig. 2c), and we will show
that ocean pCO2 is not the main driver of the CO2 flux anomalies in
the model.

Storm CO2 flux anomalies indicate that, on average, storms induce
outgassing nearly year-round but it is stronger in the wintertime (Fig. 2d),
particularly in float data. In CESM, storm CO2 wintertime outgassing is on
average ~1.2 mmol m−2 day−1 and only slightly more persistent than in the
annual median (3-4 days, Supplementary Fig. 6c, d and Fig. 1b). Wintertime
CO2 outgassing in CESM is comparable in magnitude to the annual median
storm CO2 flux imprint in float data (Fig. 1c). However, float data also
indicatemuch strongerCO2outgassing than themodel in thewintertime (i.e.,
2.42 mmol m−2 day−1). Because the magnitude of the storm CO2 flux
anomaly can have different implications depending on the local background
seasonal variability in the CO2 fluxes, in Fig. 2d, we show averaged stan-
dardized storm anomalies (i.e., normalizing anomalies by the standard
deviationof the seasonal cycle at each storm/profile locationbefore averaging,
see Methods and Supplementary Fig. 3). Thus, while the storm CO2 flux
anomaly in themodel is on average only ~15% relative to the local variability
of the seasonal cycle, float data indicate annual mean storm CO2 flux
anomalies that are ~48% of the variability in the seasonal cycle, but about
100% in the wintertime (July, red dashed line in Fig. 2d). Nonetheless,
individual storms can induce CO2 ingassing particularly in the summer, as
indicated by mean storm CO2 flux anomalies that are near zero (red lines in
Fig. 2d). Summertime storms inducing CO2 ingassing in the model is con-
sistent with 95% of pre-storm conditions in whichwaters are undersaturated
with respect to CO2 (i.e., CO2 flux into the ocean, see Supplementary Fig.
5 and6), inwhich case the stormCO2flux anomaly come fromenhancement
of the existing CO2 flux direction through an increased gas transfer velocity
(SupplementaryFig. 6d).However,wewill show that in themodel stormCO2

flux anomalies drive outgassingmost of the time, through changes in theCO2

disequilibrium between the ocean and atmosphere (i.e., ΔpCO2).

Storms’ contribution to the Southern Ocean’s annual air-sea
CO2 flux
Extratropical cyclones in the SH clearly have an influence on air-sea CO2

exchange. Observations suggest that the magnitude of the CO2 outgassing
anomalies is comparable to the local seasonal variability, particularly in the
50-65 °S latitudinal band and in thewintertime (Fig. 2c, d, red dashed lines).

But how important are these anomalies relative to the annual air-sea CO2

uptake? Here, we compare the magnitude of the storm CO2 flux anomalies
with the annual SouthernOceanflux, and the amplitudeof its seasonal cycle,
and estimate the contribution of storms to the annual air-sea CO2 exchange
from storm statistics.

TheCO2 flux anomaly over regions impacted by storms inCESM is on
average ~+ 0.65 mmol m−2 day−1 (Fig. 1a). The Southern Ocean’s annual
air-sea CO2 flux (i.e., median across the entire Southern Ocean south of
35°S) in CESM is −1.27 mmol m−2 day−1 (i.e., ~−0.46 mol m−2 yr−1),
indicating net uptake (Fig. 2d, blue line). Thus, storm CO2 outgassing
represents ~51% of the magnitude of the annual Southern Ocean CO2 flux
in the model, based on the 6-year climatology (range of ~12–53%, from
year-to-year variability). For float data, the seasonal cycle of the Southern
Ocean’s CO2 flux shows slight outgassing in the winter season (dashed blue
line, Fig. 2d), consistent with previous findings of outgassing particularly
towards the high latitudes of the Southern Ocean18,19. Thus, the annual
median CO2 flux across the Southern Ocean in float-based observations is
reduced, compared to the model, to -0.58 mmol m−2 day−1. As a result, the
stormCO2 flux estimate of+1.45mmolm−2 day−1 from float data (Fig. 1c),
represents 250% of the annual median CO2 flux derived from observations.

To get a sense of the magnitude of storm CO2 flux anomalies
throughout the seasons, in Fig. 2d, we showed monthly mean standardized
storm anomalies (in red). Here we compare the average storm CO2 out-
gassing anomaly (Fig. 1a, c) with the amplitude of the seasonal cycle for the
median Southern Ocean flux (Fig. 2d, in blue). The median storm CO2 flux
anomaly ismore than twice as high in float data compared to CESM (+1.45
mmolm−2 day−1 vs.+0.65mmolm−2 day−1). The amplitude of the seasonal
cycle of CO2 flux for the SouthernOcean agrees relatively well between float
estimates and the model (2.63 mmol m−2 day−1 for floats, and
2.46mmolm−2 day−1 in CESM), when considering themedian as themetric
for averaging, both in the model and observations (in space and time). This
comparison indicates storm CO2 flux anomalies are 55.1% of the annual
amplitude based on float data, and 26.4% in themodel.We also estimate the
contributionof stormCO2flux to the annual carbonuptake for the Southern
Ocean (Fig. 3), considering the average number of storms per year, Nstorms,
area impacted by storms, Astorm, and storm’s duration, τstorm, as follows:

Fstorms
CO2

¼ F0storm ×Astorm ×Nstorms × τstorm; ð1Þ

where F0storm is the median CO2 flux anomaly around storms, Astorm is
estimated as half the area of adisk of 700 ± 50kmradius (see Supplementary
Fig. 1), and τstorm = 3 ± 0.5 days (seeCarranza et al.35). For the total Southern
Ocean carbon uptake, we multiply the median CO2 flux for all grid cells or
float profiles south of 35°S by the Southern Ocean area, as estimated from

Fig. 3 | Storm’s contribution to Southern Ocean’s annual air-sea CO2 exchange.
aAnnual storm-induced CO2 outgassing (red) compared to the annual CO2 uptake
for the Southern Ocean (blue), and b percent contribution of storms (i.e. ratio
between red and blue bars in a), for CESM (solid bar) and BGC float data (dashed
bar). Error bars in a aremaximumandminimumvalues expected given the standard
error in the CO2 flux estimate (i.e., +1.45 ± 0.25 mmol m−2 day−1, median storm
imprint in Fig. 1c), for an average area of impact (i.e. half the area of a disk of 700 km

radius), the minimum/maximum number of storms identified per year in each
forcing field, and storm duration of 3 ± 0.5 days (see Supplementary Note 1). For
float-based estimates, we use the average number of storms detected in ERA5
annually, whereas for CESM estimates we use the average number of storms
identified in the CORE-IAF forcing. Error bars in b are derived from propagation of
error of the ratio.
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the CESM model grid (i.e., ASO = 91.800.000 km2, south of 35°S). Even
though some storm characteristics can be uncertain on a storm-by-storm
basis (e.g., area of impact of a storm due to the asymmetry of extratropical
systems), we can make reasonable assumptions about average storm area,
duration, and CO2 flux anomaly from storm statistics (Supplementary
Table 1), and account for variability in storm characteristics in upper and
lower bound estimates to construct error bars in Fig. 3. We find that the
storms contribution to the Southern Ocean’s air-sea CO2 exchange from
storm statistics (i.e., eq. (1)) is ~+0.057 PgC yr−1 for float-based estimates,
and ~+0.016 PgC yr−1 in CESM, which compared to the total Southern
Ocean carbon uptake implies an averaged contribution of ~26% in float
observations, and <5% inCESM.Despite large errors due to uncertainties in
storm statistics and fluxes, the storm contribution to outgassing from float-
derivedfluxes is at least 10%, but could be as large as ~40% (Fig. 3), and thus,
observations suggest at least an order of magnitude higher storm CO2

outgassing than in CESM. The discrepancy in the total annual exchange of
CO2 accounted by storms between themodel and observations is evenmore
pronounced when considering mean fluxes as opposed to median fluxes
(Supplementary Figs. 3 and 4), which suggests an important role of storms
in extreme CO2 outgassing events.

Overall, our analysis indicates a larger contribution of storm CO2

outgassing in float-based estimates, relative to CESM. Given the outsized
contribution of storms to air-sea CO2 exchange suggested from observa-
tions, in the next section, we explore the drivers of the CO2 flux anomaly
under storm forcing. We will show that the discrepancy in the storm CO2

flux response essentially comes from negligible storm pCOocn
2 anomalies in

the model, compared to float-based estimates.

What drives storm CO2 outgassing?
To understand the drivers of the storm CO2 flux anomalies, we decompose
the flux anomaly into contributions from anomalies in ΔpCO2 and
anomalies induced by changes in the gas transfer and solubility coefficients
(i.e., k0w ¼ ðkαð1� ficeÞÞ0, see Methods and Fig. 4).

The stormCO2flux anomaly decomposition shows that changes in the
gas transfer coefficient (e.g., expected from increased winds or cooler sea
surface temperatures, SSTs) on average act to increase CO2 uptake (Fig. 4a
and Supplementary Fig. 7, blue line). This is consistent with high winds
enhancing the CO2 flux in the direction of the flux for pre-storm
conditions31, as the sign ofΔpCO2 (in themodel and observations) indicates
a CO2 flux into the ocean most of the time (Supplementary Note 6). In the
model, ΔpCO2 five days prior to a storm’s passage indicates ingassing
conditions ~75% of the time, and outgassing conditions only ~25% of the
time (from year-round data), with a larger fraction of pre-storm CO2

ingassing conditions in the summerand fall (Supplementary Fig. 6). Because
in themodelwintertimemedianCO2fluxes areweak (Fig. 2d), and there are
more storms encountering CO2 outgassing conditions (~40%, Supple-
mentary Note 6), one might expect the gas transfer velocity effect to change
sign according to the season. Indeed in themodel, there is seasonality in the
sign andmagnitude of the wind effect with slightly positive k0w in winter (i.e.
~0.1 mmol m−2 day−1, Supplementary Fig. 6c) indicating high winds
enhance wintertime CO2 outgassing. On the other hand, larger negative k

0
w

in summer results in stronger CO2 ingassing due to the wind effect that
overcompensates the ΔpCO2 effect, to produce median storm CO2 ingas-
sing anomalies in the summer (i.e., ~−0.8mmolm−2 day−1, Supplementary
Fig. 6d).

Fig. 4 | CO2 flux anomaly decomposition analysis for areas impacted by storms.
a Time evolution of anomalies in ΔpCO2 (red), the gas transfer velocity term k0w
(blue), and the reconstruction (black), compared to the total CO2 flux anomaly
(dashed black), seeMethods. bTime evolution of anomalies ofΔpCO2, pCOocn

2 , and
pCOatm

2 . The spatial imprint of storms in c anomalies of pCOatm
2 in storm-centric

coordinates. a–c for CESM and storms tracked in CORE-IAF forcing for the period
2009-2014. d Analogous to b for anomalies derived from BGC Argo float data and
collocated ERA5 atmospheric pressure, identifying a storm event as a period of 3
days with averaged winds above 10 m s−1.
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However, except for summertime conditions, the largest contribution
to the CO2 flux anomaly that also explains the sign of the air-sea CO2 flux
anomaly associated with storms comes from anomalies in ΔpCO2, both in
the model (Fig. 4a, red) and observations (Supplementary Fig. 7, red).
Further partitioning theΔpCO2 anomalies into contributions from oceanic
pCO2, pCOocn

2 , and atmospheric pCO2, pCOatm
2 , anomalies (Fig. 4b) indi-

cates that, in the model, it is the drop in pCOatm
2 that drives the change in

ΔpCO2. In this forced-ocean simulation, themixing ratio ofCO2 in the air is
globally uniform; thus, the change in pCOatm

2 is entirely driven by the drop
in atmospheric pressure associated with the storm (Fig. 4c). As indicated in
Fig. 4b, the storm-induced anomalies in pCOocn

2 in this configuration of
CESM are negligible compared to the anomalies in pCOatm

2 .
An analogous ΔpCO2 anomaly decomposition into oceanic and

atmospheric pCO2anomalies canbeperformed forfloat observations, and it
indicates a larger role of pCOocn

2 than suggestedby themodel (Fig. 4d). In the
time-domain framework, we detect storm anomalies inΔpCO2 of nearly 12
μatm (Fig. 4d, black line), over three fold larger than the average storm-
induced ΔpCO2 anomalies detected in the model (i.e., <3 μatm, Fig. 4b).
Quantitative differences in themagnitude of theΔpCO2 anomalies between
the model and observations are expected from differences in the analysis
periods considered and the fact that not all stormswill have been sampledby
floats across the entire area of a storms’ impact, as well as differences in the
baselines to calculate storm anomalies (see Methods, and Supplementary
Fig. 2).However, because it is on average theΔpCO2 that drives theCO2flux
anomaly, and pCOatm

2 increases at a higher rate than pCOocn
2 , extrapolating

the data analysis to coincident time periods would result in larger dis-
crepancies (based on a trend analysis of storm anomalies, not shown).Most
notably, pCOocn

2 in float data indicates an increase relative to pre-storm
conditions of ~10 μatm, which combined with the drop in pCOatm

2 , acts to

enhance the ΔpCO2 anomaly and, as a result, the storm air-sea CO2 out-
gassing inferred from float data. This demonstrates that, despite overall
good agreement in ocean pCO2 between the model and observations on
seasonal scales (SupplementaryNote 5), the stormCO2 outgassing anomaly
is driven by different mechanisms in the model and observations.

Next, we will show that, even though changes in upper ocean condi-
tions are detectable in themodel, which are consistentwithmodifications in
ocean circulation and mixing under storm forcing (e.g., SST cooling
expected fromenhancedmixing, Fig. 5), these are out of phase (lagging by at
least 3-4 days) and therefore cannot explain the strong CO2 outgassing
anomaly within a day of a storm’s passage (at zero lag) in the model.

Storm’s influence on upper ocean physics and dissolved
inorganic carbon
Changes in upper ocean physics in the model are consistent with high-
winds expected from storm forcing (Fig. 5), showing deepermixing layers
on the equatorward side of storms (Fig. 5a) where wind stress is enhanced
due to the alignment between the wind perturbation from the storm and
its translation speed38–40. Mixing-layer depth (XLD) anomalies in the
model are of order O(1-10) m, and reach their deepest expression a day
after a storm’s passage (Fig. 5b). Both the XLD and themixed-layer depth
(MLD, not shown) deepen by similar magnitudes after the passage of a
storm in themodel. Deepmixing is in agreement with surface cooling of a
sizablemagnitude (O(0.1) °C, Fig. 5c–e) and small but detectable changes
in surface dissolved inorganic carbon (DIC, < 1 μmol kg−1, Fig. 5c, e, f).
The vertical structure of temperature andDICanomalies for the top150m
indicates that the cooling and DIC enhancement occur over the top 50-
70m of the water column (Fig. 5e). But, while the XLD deepening max-
imizes a day after the passage of a storm, the SSTand surfaceDIC response

Fig. 5 | Spatial imprints and time evolution of storm-induced anomalies
inCESM. a Spatial imprint of averagedmixing-layer depth (XLD) anomalies at t = 0,
in storm-centric coordinates. b XLD, c sea surface temperature (SST) and surface
dissolved inorganic carbon (DIC) spatially averaged anomalies (i.e. top 10m), within
proximity of storm centers (i.e., equatorward side of storms) in a before/after storm
framework. Vertical structure (depth vs. degrees latitude relative to storm centers for
d temperature at t = 3 days, and fDIC at t = 7days, when storm anomaliesmaximize.

Cross-hatched areas are non-significant at the 90% level, from bootstrap sampling
(i.e. N = 100, and a standard error estimated from the standard deviation of the
distributions ofmedians). eMean temperature andDIC anomaly profiles, 7.5° north
of storm centers (yellow star in a), colorcoded by time relative to the passage of a
storm (in days, see colorbar). CESM model output for the 2009–2014 period (i.e.,
~4000 storms).
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in themodel lag behind, showing theirmaximum surface expression ~5–7
days after the storm (Fig. 5c). We also note that storms seem to have a
long-lasting effect in SST and surface DIC concentration anomalies,
lasting > 30days, implying surface heatfluxes are not restoring SST topre-
storm conditions as quickly as might have been expected from tropical
cyclone studies31.

Float observations, on the other hand, suggest that the increase in
pCOocn

2 occurs within 1-2 days of a storm’s passage and it is driven by non-
thermal effects (Fig. 6a, d). This is, while MLD deepening promotes sea
surfacecooling in the vicinityof a storm(Fig. 6b, e), and cooling, as expected,
reduces pCOocn

2 due to thermodynamic effects (Fig. 6d, blue line), non-
thermal effects drive an increase in pCOocn

2 by a larger magnitude, resulting

Fig. 6 | Storm anomalies derived from Argo float data, in storm-centric coor-
dinates. Averaged surface (a) pCOocn

2 , b mixed-layer depth (MLD) and c surface
DIC (SDIC) anomalies, for profile data within 1000 km of storm centers. d Surface
pCOocn

2 anomalies (red), and its decomposition into thermal (blue) and non-thermal
components (yellow), e MLD (gray) and SST (blue) anomalies, anomalies for
f surface DIC (solid yellow), MLD-averaged DIC (dashed yellow) and depth-
integrated DIC to the base of themixed layer (orange), gDIC profiles, h temperature
and iDIC vertical gradients, as a function of days before/after storm passage. In the
top panel, anomalies are calculated subtracting the monthly mean at the profile
location from the SODA-ETHZ gridded product, whereas the middle and lower

panels show anomalies based entirely on float data (see Methods). Surface float data
binned in 100 km × 100 km where N < 10 observations are hatched. Spatially
averaged pCOocn

2 anomalies in a are 9.58 ± 0.58 μatm, MLD anomalies in b are
4.06 ± 0.75 m, and surface DIC anomalies in (c) are 4.83 ± 0.30 μmol kg−1. Note that
storms are identified using SLP minima from ERA5 for the period 2014-2022 in the
top panel; and as an event with averaged wind speed higher than 10 m s−1 over the
course of 3 days in the lower panels. Error bars represent the standard error for the
mean, except in the lower panel, where error bars for the averagedMLD (solid black)
represent one standard deviation.
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in an overall increase in pCOocn
2 . Surface DIC anomalies derived from float

data indicate an increase inDICwithin the area of influence of a storm (Fig.
6c), as well as during the typical duration of a storm event (Fig. 6f), that is an
order of magnitude larger compared to the model (Fig. 5). Altogether, the
float data suggests entrainment of DIC from subsurface waters into the
surface mixed layer, as the MLD deepens, as a candidate that drives ocean
pCO2 increases under a storm’s influence. High-resolution observations
indicate XLD deepening beyond the MLD can explain strong CO2 out-
gassing events in the summer24 more than changes in the MLD itself, but
from float observations, we can only assess changes in MLD from hydro-
graphic properties that are measured by the CTD sensor on the float.

The discrepancies in the temperature and DIC response between the
model and observations can be in part attributed to the model’s under-
estimation of MLD deepening after the passage of a storm. While there is
MLD deepening in the model (Fig. 5a, b), the magnitude of the MLD
anomalies is anorder ofmagnitude less, compared toMLDanomaliesunder
storm forcing in observations (i.e., O(10) m, Fig. 6b, e). Because the
entrainmentfluxdepends bothon the entrainment velocity (i.e. due toMLD
deepening), and the vertical gradient of temperature or DIC at the base of
themixed layer, it is also possible that the vertical gradients in themodel are
too weak or deeper in the water column. In Fig. 6g–i we show the averaged
vertical structure forDIC, and vertical gradients for temperature andDIC as
a function of time before/after a storm’s passage, which indicate that these
are enhanced near the base of the mixed layer.

Discussion
We described the role of storms in driving air-sea CO2 flux in the Southern
Ocean bymeans of a composite analysis in storm-centric coordinates, using
a CESMocean-ice integration as well as CO2 fluxes derived fromBGCArgo
floats deployed in the Southern Ocean. There is a tendency of storms to
induce CO2 outgassing in a pattern that is slightly offset from the center of
the low-pressure system, consistentwith enhanced surface oceanmixing and
cooling equatorward of storm centers. The temporal evolution of the air-sea
CO2flux anomalies indicates strong outgassing anomalies collocated in time
with the passage of a cyclone event. In the model, the dominant factor that
drives the storm-induced air-sea CO2 flux is the drop in atmospheric
pressure that is used to computepCO2 in the atmosphere,while the response
of ocean pCO2 is relatively modest and the change in DIC out of phase with
the strong outgassing signal. Air-sea CO2 flux estimates derived from BGC
Argofloats, showconsistency in the signof the stormCO2flux anomalywith
the model, indicating outgassing. But the magnitude of the storm CO2 flux
anomaly is at least twice as large as in themodel and there is a clear temporal
signal in the CO2 flux and pCOocn

2 anomaly associated with storms. Thus,
observational estimates seem to suggest a stronger amplitude of ocean pCO2

variability associated with storms than that indicated by the model.
Understanding why the model is unable to capture the increase in

oceanic pCO2 in storm conditions, and what drives the oceanic pCO2

anomaly in observations requires further investigation and it is outside the
scope of this study. There are some indications fromArgofloat observations
that oceanic pCO2 increases due to non-thermal effects, presumably driven
by entrainment ofDIC from subsurfacewaters (Fig. 6). Observations froma
Waveglider-Glider mission in the Sub-Antarctic Zone also indicate that
summer storm events able to induce CO2 outgassing require that the
mixing-layer penetrates deeper than the mixed-layer to produce entrain-
ment of DIC24. Entrainment of DIC appears to be one of themain drivers of
strong synoptic variability in ocean pCO2, along with horizontal Ekman
advection driven by fluctuations in the westerly winds, in those observa-
tions. Entrainment of carbon-rich deep water has been identified as the
dominant driver of carbon outgassing in float data on seasonal timescales,
predominantly over the Indo-Pacific sector37, where we find stronger storm
CO2 outgassing. It is possible that in this coarse resolution version of CESM
mixing does not reach deep enough to entrain DIC from subsurface
waters41, and/or thatweakventilation sets theDICvertical gradient toodeep.
Weak ventilation and vertical exchange have been previously identified in
CESM models on longer timescales42–44. Additionally, changes in the

background diapycnal diffusivity can impact intra-annual air-sea CO2

fluxesby altering the surface andvertical gradients of the carbonate system45.
As most ocean models use a time-invariant background diapycnal diffu-
sivity, part of the discrepancy between CO2 outgassing in CESM and BGC-
Argo floats may be indicative of a more general discrepancy between
modeled and observed impacts from storms on diffusivities.

Despite predominant CO2 uptake in pre-storm conditions, Southern
Ocean storms tend to induce outgassing, in contrast to what modelling
studies of the CO2 flux response to hurricanes have suggested in the
subtropics31, where the high-winds (through the gas transfer coefficient)
drive the CO2 flux anomaly in the direction determined by the pre-existing
ΔpCO2. A gas transfer parameterization more appropriate for high-wind
conditions46,47 could lead to a larger stormCO2 flux anomaly into the ocean
due to the wind effect that overcompensates the anomaly driven by changes
in ΔpCO2 (Fig. 4). However, a quadratic relationship between gas transfer
and wind speed appears to be suitable for the Southern Ocean’s high-wind
conditions48.We also note that for the float-basedCO2flux estimates we use
the same functional form of the gas transfer as in the model49,50, and
acknowledging changes in the wind speed product used could lead to large
differences in the fluxes particularly in the Southern Ocean (~10%51), we
employ the ERA5-derived coefficient for the piston velocity fromFay et al.52.
An analogous CO2 flux anomaly decomposition for float-based estimates
indicates a larger contribution of the gas transfer coefficient (i.e., twice as
large, Supplementary Fig. 7) compared to the model, but not yet large
enough to overcompensate the ΔpCO2-driven storm anomaly.

Unlike the case for hurricane-force tropical cyclones where changes in
pCOocn

2 are typically O(10–100) μatm, changes in pCOocn
2 induced by

Southern Hemisphere’s storms are much more subtle (O(1–10) μatm, in
observations) and comparable in magnitude to changes in pCOatm

2 under
storm forcing. This imposes a challenge for estimates of air-seaCO2fluxes in
the Southern Ocean and assessments of driving mechanisms, as many fac-
tors can induce changes of comparable magnitudes in opposing directions.

Notably, the upper ocean response to the Southern Hemisphere’s
storms in CESM has a long-lasting effect on SST (and DIC) anomalies that
do not recover pre-storm conditions even after several weeks. This is also
different from what might be expected from tropical cyclone studies where
SST anomalies recover to pre-storm conditions in a fewweeks. The delayed
SST cooling that peaks after several days is believed to be associated with the
setup of a vortex-type circulation in the ocean around the cold core
upwelling induced by the rotating winds and associated Ekman transport at
the surface53. As Son et al.53 explain, the long-lasting effect of SST cooling is
expected to persist longer in mid-latitudes due to the larger planetary vor-
ticity. We also note that while tropical cyclones are summertime phe-
nomena, SH’s storms leave a stronger imprint on air-sea CO2 fluxes in the
wintertime, when heat fluxes into the ocean are expected to be weak (or
rather out of the ocean54–56). Thus, there is no restoring mechanism asso-
ciated to radiative forcing and/or air-sea heat flux exchange to bring SSTs
back to pre-storm conditions.Moreover, because of the coarse resolution of
the ocean model, restratification processes, associated with baroclinic
instabilities due to the formation of strong horizontal SST gradients, that
could speed up the warming from the thermocline57 would be suppressed.

Our estimate of the contribution of storms to the annual Southern
Ocean’s air-sea carbon exchange is within the range of estimates for storm’s
contributions to outgassing in the tropics (e.g., between+0.042 and+0.509
PgC yr−1 for tropical cyclones25,28), and towards the lower bound of those
estimates, as might be expected for relatively weaker cyclones in the extra-
tropics. Despite large error bars in storm contributions to annual air-sea
CO2 exchange, our analysis suggests that the total contribution of storms to
the air-sea CO2 flux from the ocean to the atmosphere is an order of
magnitude larger in float data, compared to the model, leading to 10–55%
for floats vs. <10% for the model estimates (Fig. 3).

The estimate for the contributionof storms to the total SouthernOcean
carbon flux from storm statistics in themodel will be underestimated due to
the coarse resolution of themodel’s atmospheric forcing, which lacks a good
representation of the smaller mesoscale cyclones58,59. However, accounting
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for twice asmany storms identified inERA5reanalysis relative to theCORE-
IAF forcing (Supplementary Fig. 1) would result in an exchange of less than
0.1 PgC yr−1 in CESM, and only marginally within error bars but below the
contribution estimated fromfloat observations.We acknowledge theCESM
model configuration may not be ideal for quantifying the storm’s con-
tributions to Southern Ocean carbon fluxes (e.g. no surface wave effects,
coarse resolution ocean and forcing fields, daily coupling time interval with
the atmosphere). A better representation of high-frequency processes in the
ocean (e.g., associated with near-inertial waves), would enhance vertical
mixing, the supply of carbon-rich waters to the surface, andCO2 outgassing
in the wintertime in an eddy-rich model of the Southern Ocean60. None-
theless, our results represent a first step towards assessing synoptic-scale
storm influences on air-sea CO2 exchange in the Southern Ocean, and are
important in the context of model validation and structures of variability
such as storms, which provide canonical phenomenology that Earth System
Models should reproduce.

How will the Southern Ocean’s carbon uptake change in a warming
world given the expected trends in storm tracks, frequency and intensity of
extratropical storms? The number of Southern Hemisphere’s storms
depends on the reanalysis datasets and tracking algorithms used61–63, but
differences in storm counts are less pronounced for the strongest storms.
There is high confidence that the extratropical storms over the Southern
Ocean have increased since the 1980’s togetherwith the observedpoleward
shift of the storm tracks62,64,65. However, climate models tend to under-
estimate the intensity of extratropical storms due to their coarse horizontal
resolution65,66 and are not able to reproduce the most intense mesoscale
systems associated to polar lows or the rapid intensification of explosive
cyclones67,68. The main biases in the SH storm tracks persist in the latest
generation of climate models (i.e., CMIP6), albeit some improvements
presumably arise from improved model physics in the SH69. Higher-
resolution atmospheric models are needed to fully capture the extreme
winds associated with explosive cyclones70. Though projected increases in
the intensity of SH storms remain somewhat uncertain71,72, the projected
southward shift of cyclonic activity can produce significant regional
changes in extreme winds over the southern flank of the Antarctic Cir-
cumpolar Current (ACC). The southward shift and strengthening of the
meanwesterly winds has led to a weakening of the SouthernOcean carbon
sink in the 1990’s73–75, due tonaturalCO2outgassing fromchanges in ocean
circulation, and it is thought to be responsible for decadal variability in
observations10. Quantifying the impact of storms on air-sea CO2 fluxes is
necessary to determine whether sampling alias might influence the inter-
annual and decadal variability of the Southern Ocean carbon sink inferred
from sparse shipboard data, from ships that typically avoid traversing
through storms. We could speculate that strong CO2 outgassing in
response to an increase in SH storms would imply a weakening of the
Southern Ocean carbon sink in future climate. However, given that our
analysis indicates it is the CO2 dissequilibrium that drives the air-sea CO2

exchange (as opposed to enhancedwind speeds), the atmospheric increase
inCO2 at a higher rate could imply a reduction in theΔpCO2, and thus less
storm CO2 outgassing over time, which would rather strengthen the
Southern Ocean as a carbon sink. More research is needed to assess trends
of the role of storms for air-sea CO2 exchange over the Southern Ocean.

A better understanding of present-day variations in air-sea CO2

exchange in relation to physical forcing induced by storms is needed to
better constrain future climate projections. Future studies aiming to find
convergence of storm statistics and metrics (size, intensity, translation
speed) in reanalysis products will be important to better assess storm con-
trols on Southern Ocean air-sea CO2 exchange, intra-seasonal as well as
year-to-year variability. Despite large uncertainties in the magnitude of the
storm CO2 outgassing signal, we were able to demonstrate a basin-scale
storm imprint in the upper ocean combining observations fromArgo floats
and surface winds. Thus, Argo floats, despite their coarse temporal sam-
pling, by providing observations under all weather conditions, can collec-
tively characterize event-scale phenomena such as storms on a basin scale.
Storm CO2 outgassing has the largest imprint in the wintertime when the

largest discrepancies in the strength of the Southern Ocean carbon sink
between historical observations and float estimates have been detected18,19.
Wintertime shipboard observations, even if available, may not fully sample
stormCO2 outgassing events captured by the floats because ships will avoid
crossings and/or turn off their underway systems in strong stormy condi-
tions. Together with high-resolution observations from uncrewed vehicles
and mooring sites, sustained BGC Argo observations are critical to further
our understanding of the influence of storms on air-sea CO2 exchange and
other biogeochemical parameters relevant to ocean’s health, and better
constrain ocean models and future climate projections.

Methods
CESMModel
The ocean model is a hindcast run of the Parallel Ocean Program (POP,
version 2) used to initialize the CESM (version 1) Decadal Prediction Large
Ensemble (DPLE76). It is a coarse resolution ocean, with a horizontal
nominal grid spacing of 1° × 1° where mesoscale eddies are parameterized
by the Gent-McWilliams scheme77. It has 60 vertical levels that increase in
resolution from 250 m at depth to 10 m in the top 100 m. A branch
simulation was run from Jan 1, 2009, onwards for 6 years saving 3D daily-
averaged fields of physical and biogeochemical properties.

The ocean model is forced with the Coordinated Ocean-ice Reference
Experiments (CORE) atmospheric dataset78,79, which is based on NCEP/
NCAR reanalysis products that have been adjusted with satellite data to
correct global mean heat and freshwater fluxes. CORE winds are known to
underestimate the wind intensity under tropical cyclones31,80, and may as
well be underestimated for the most intense extratropical storms of the
Southern Hemisphere, but we have found relatively good agreement in
storm’s averaged winds between different reanalysis products (though the
number of storms can differ significantly, Supplementary Note 1). CORE
forcing includes 6-hourly SLP fields (~2° horizontal resolution) that vary
interannually (CORE Inter-Annually varying Forcing, CORE-IAF81).
Because of the relatively coarse resolution of the atmospheric pressurefields,
CORE does not capture mesoscale cyclones and underestimates the total
number of storms (Supplementary Fig. 1). The coupling time interval
between the forcing and oceanmodel is 1 day, implying the ocean sees daily
averaged atmospheric fields. Thus, the ocean response in storm-centric
coordinates represents an average over a day, when the storm occupied the
region only a small fraction of that time (i.e., <15%, estimated from an
average translation speed of 34.22 (±4.99) km hr−1 from storm tracks
identified in CORE-IAF during the model run years). The coupling time
intervalmay thus also result in an underestimation of the impact of weather
systems on the ocean of CESM.

The biogeochemical and ecosystemmodel in CESM is of intermediate
complexity (the Biogeochemical Elemental Cycling, BEC82,83), with diag-
nostic equations for diatoms, small phytoplankton anddiazotrophs, and one
zooplankton.Phytoplankton’s photo-adaptation strategies are accounted for
by variable chlorophyll-a to carbon ratios84, phytoplankton’s growth can be
limited by multiple nutrients (i.e., nitrate, ammonium, phosphate, silicate,
and iron), and phytoplankton carbon losses include grazing, mortality, and
aggregation. More details on the biogeochemical component of CESMv1
and validation analysis of mean patterns can be found in Krumhardt et al.85

and other references44,86–88. The ocean in CESMv1 is also coupled to a land
model (theCommunity LandModel version 4,CLM489) and a sea-icemodel
(the Community Ice Code version 4, CICE490).

BGC Argo float data
We use float-derived carbon parameter estimates from profiling floats
deployed by GO-BGC and SOCCOM16,91, inferred from measured pH and
total akalinity estimated from the CArbonate system and Nutrients con-
centration from hYdrological properties and Oxygen using a Neural-
network (CANYON-B) algorithm92,93.Weuse the snapshot fromApril 2023
available from the GO-BGC and SOCCOM float data collection (at https://
library.ucsd.edu/dc/object/bb03521131), and restrict the analysis to profile
data collected between 2014 and 2022, when atmospheric CO2 data are
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available to compute fluxes. Details of the estimates of carbon parameters
from the float’s measured pH are inWilliams et al.17 andMaurer et al.94 and
further discussed in the Supplementary. Surface values from float data (e.g.,
SST) and derived carbon parameters (surface DIC, and pCO2) are averaged
over the top 10 m.

Air-sea CO2 fluxes in CESM
The air-sea CO2 fluxes, FCO2

, are parameterized as:

FCO2
¼ kαð1� f iceÞ×ΔpCO2; ð2Þ

where the CO2 gas transfer velocity k is calculated as a quadratic function of
wind speed, w, α is the temperature- and salinity-dependent solubility
coefficient for CO2

95 and fice is the fraction of sea surface covered by ice. The
gas transfer velocity is calculated as k ¼ a<w2>

ffiffi

ð
p

660=ScÞ, where a is a
proportionality constant and Sc is the temperature-dependent Schmidt
number for CO2, following Wanninkhof49. Note that this version of the
model uses the coefficient a = 0.31 in units of (cm h−1) (m s−1)−2 from
Wanninkhof 49.

ΔpCO2 is the difference between partial pressures of CO2 in the ocean,
pCOocn

2 , and atmosphere, pCOatm
2 , and is defined as:

ΔpCO2 ¼ pCOocn
2 � pCOatm

2

� �

; ð3Þ

Thus, a positiveFCO2
flux indicatesCO2 out of the ocean, and a negativeflux

indicatesCO2 into the ocean. The partial pressure of CO2 in the atmosphere
is given by:

pCOatm
2 ¼ XCO2

× patm; ð4Þ

where XCO2
is the atmospheric mixing ratio of CO2 (mol CO2 per mol dry

air), and patm the surface atmospheric pressure. A caveat for this forced-
ocean model configuration is that XCO2

is globally uniform and only varies
annually96, and thus local changes in pCOatm

2 are entirely driven by changes
in patm. Nonetheless, sensitivity analysis of float-derived CO2 fluxes using
the global annual averageXCO2

fromCESMforcing indicate that accounting
for sub-annual variability in XCO2

only slightly reduces storm CO2 flux
anomalies, and the discrepancy between themodel and observational storm
CO2 outgassing magnitude is still robust (Supplementary Fig. 3d).

Air-sea CO2 fluxes derived from Argo floats
The fluxes of CO2 derived from float data are computed using the same flux
parameterization as in themodel (i.e., eq. (2)) butwith theupdated coefficient
for the gas transfer velocity derived for ERA5 winds (Table 2 in Fay et al.52).

We estimate pCOatm
2 for float data using the mole fraction of CO2 in

dry air from Cape Grim, and the collocated atmospheric surface pressure
from ERA5 reanalysis97 correcting for water vapor pressure98:

pCOatm
2 ¼ XCO2 × ðpatm � pH20

Þ; ð5Þ

The water vapor pressure, pH20
, is calculated assuming that the air is 100%

saturated with water vapor using the temperature and salinity dependence
(see e.g., Appendix A1 in McGillis and Wanninkhof 99, from Weiss and
Price100. We note that the water vapor correction for pCOatm

2 is not
accounted for in the model, but we apply this correction to estimate fluxes
for float data for consistency with previous observational studies and
baseline products. Not applying this correction for float data results in
higher pCOatm

2 , a decrease in ΔpCO2, and thus, less outgassing.
To account for synoptic atmospheric variability in both the pCOatm

2
and gas transfer velocity coefficient, we collocated float’s profile data with
ERA5 reanalysis winds and surface atmospheric pressure (i.e., averaged
within 6h, 12h, and 24h from a float’s sampling time).We show results that
use the daily averaged atmospheric state within a day of a float’s sampling
time. Note that for the calculation of <w2>, we square the zonal and mer-
idional components of the hourly winds and then average wind speeds

squared over the different periods to account for the fact that the average of
the squares is larger than the square of the average.

The pCOocn
2 is not directly measured by the floats but derived using

measurements frompHsensors, aswell asCTDandoxygendata to estimate
total Alkalinity and carbon parameters91,94. We acknowledge pCOocn

2
inferred from float data may be biased high14,18,21,22,101–104, and systematic
biases could be potentially corrected by leveraging the higher accuracy O2

data from the floats102. However, for the purpose of this study, we are
interested in the change induced by storms relative to pre-storm conditions
in a statistical sense (averaging across ~1000s of profiles). We test the sen-
sitivity of the storm pCOocn

2 anomalies to the empirical algorithm used to
estimate Alkalinity and to the surface pH adjustment correction (see Sup-
plementary Note 2).

Atmospheric reanalysis and satellite wind data
We use ERA5 reanalysis data97,105 to track storms and calculate air-sea CO2

fluxes for float data (i.e., following Fay et al.52). We extract the atmospheric
state (i.e., hourly atmospheric surface pressure and 10-m wind vectors) for
each profile, by collocating profiles to the closest ERA5 grid point in space
(0.25° × 0.25°) and time (within a day). Near-surface winds (i.e., at 10-m
height) are used to calculate the gas transfer velocity, and atmospheric
pressure is used to calculate pCOatm

2 . We also use 6-hourly Mean Sea Level
Pressure (SLP) fields from ERA5 for the identification and tracking of
extratropical cyclones.

We also extract 10-m wind vectors from the Cross Calibrated Multi-
Platform (CCMP106) satellite product for the 10 days prior and post a float
profile, andat the closest gridpoint (within 25 × 25kmof profile location) to
compositefloat data in a before/after storm framework. ERA5 surfacewinds
for the 10 days prior and post a float’s profiling time are also extracted for
sensitivity analysis of composite fields (Supplementary Fig. 7). Because
CCMPwinds are based on scatterometer winds which measure sea-surface
roughness and are more intrinsically related to wind-stress, and showed
smoothed and more consistent patterns than ERA5, we show results based
on CCMP in the main text.

Atmospheric CO2

We use monthly averaged air CO2 from Cape Grim to compute pCOatm
2

because it allows us to extend the float data analysis up to December 2022.
Air CO2 from the NOAA Global View Marine Boundary Layer (MBL)
observations, which vary latitudinally and weekly, as well as the annual
global mean values from the CESM atmospheric forcing were also used for
sensitivity analysis (Supplementary Note 3 and Supplementary Fig. 3d).

Sea ice
We use daily sea-ice concentration, on a 25 km× 25 km grid, from the
NOAA’sNational Snowand IceDataCenter (NSIDC)ClimateDataRecord
of Passive Microwave Sea Ice Concentration107.

Storm identification, tracking and metrics
We track storms in the CORE-IAF forcing of the model using Tempest
Extremes (TE), developed by Ullrich and Zarzycki108. The algorithm iden-
tifies cyclones as SLP minima using closed contour criteria (i.e., as an
increase in SLP of at least 200 Pa (2 hPa) within 4° of a candidate node).
Storm tracks are constructed considering a maximum great circle distance
of 8° between candidates, with a minimum of 8 candidate nodes per track
and a maximum gap size of two (i.e., consecutive time steps with no asso-
ciated candidate). For the analysis of BGC Argo float data, storms are
identified in SLP fields from ERA5 reanalysis.

For sensitivity analysis, we also track storms in ERA5 using a different
SLP-based algorithm63,109, for the years 2011-2018. The storm-centric
composite analysis using float data was repeated using the storms identified
in CORE-IAF, showing qualitatively similar results. Comparisons of sta-
tistics for different storm characteristics (strength, frequency, duration, and
size) for storms tracked in different forcing fields using the same algorithm
(TE), andusing different algorithms on the same reanalysis product (ERA5)
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are presented in the Supplementary Note 1. Here we seek overall statistics
for a typical storm, acknowledging each individual storm can deviate from
the mean. We note that maximum winds within CORE-IAF and
ERA5 storms are of comparable magnitude (on average, ~21 m s−1 with a
standard deviation of 2.5 m s−1, see Supplementary Table 1). However, due
to its higher resolution the number of storms identified in ERA5 can double
the number of storms in the CORE-IAF forcing each year. Thus, the con-
tribution of storm outgassing to the annual Southern Ocean CO2 exchange
inferred from storm statistics in CESM could be twice as large if the forcing
fields of the ocean model accounted for atmospheric mesoscale systems.

Storm anomalies
We calculate storm anomalies in CESM by subtracting from daily output
fields the climatological daily mean for the 6-year run (period 2009–2014),
and further remove any residual long-term variability by subtracting from
the anomalies the averaged anomalies from the previous 10days of a storm’s
passage around the areaof impact (within1000kmradiusof a stormcenter).
Storm composites are qualitative and quantitatively similar if we do not
subtract a climatological daily mean first, but a small trend remains in the
post-storm period, thus, for the model results we choose to subtract the
climatological daily values (i.e., following Levy et al.31.

Because of the irregular sampling and spatial sparsity of BGC-Argo
floats, not every storm is sampled by floats. For storms that are sampled by
floats, there are at most 3 profiles within a storm. Thus we take a multi-step
approach to accurately create observational storm composites. For float-
based carbon parameters, we calculate stormanomalies by subtracting from
each profile a fleetmean for profiles outside storms before compositing.We
calculate a fleetmean outside storms for eachmonth to account for seasonal
variability in outside-storm conditions. Subtracting a mean flux outside
storms by latitudinal bands (30–50 °S, and 50–90 °S) in each ocean basin, to
account for regional variability in outside-storm conditions, produces
qualitatively similar results but float observations are not dense enough to
distinguish a storm signal from noise for all subregions/months of the year
(i.e, with N < 100, per month). This approach allows us to assess the storm
anomaly entirely from float data and captures the outgassing enhanced
equatorward of storm centers that we identify in the model (Fig. 1a), with
comparable averaged CO2 flux anomalies around storm centers, i.e. 1–1.45
mmolm−2 day−1, than if wewere to compute anomalies relative to a baseline
CO2 flux product before compositing (SupplementaryNotes 2 and 3). Note
that mapped float-based CO2 flux anomalies in Fig. 2b are relative to
averaged fluxes from floats outside storms, but only ~30% of float fluxes
shown in themapwere sampled in the vicinity of a storm tobe considered in
the storm-centric average of Fig. 1c. For other variables with strong zonal
gradients (such as SST or DIC), however, subtracting a fleet mean outside
storms results in anomalies showing a zonal gradient in each latitudinal
band/oceanbasin. Thus,we considered subtracting amonthlymean (closest
to the profile’s sampling location) from available gridded products.
Whenever possible, anomalies are calculated by subtracting the monthly
mean closest to the profile date and location. We note that either approach
results in anomalies of the same sign around storms, for any given variable,
albeit of different magnitude.

Because we cannot subtract a mean value prior to a storm passage for
each individual float profile, we acknowledge residual variability outside the
atmospheric synoptic range (e.g. sub-monthly from the oceanmesoscale or
inter-annual variability) may remain in anomalies for float data when col-
located and averaged spatially around storm centers; but these would pre-
sumably average out in an overall storm-centric mean. In the time before/
after storm passage framework, however, we are able to subtract the aver-
aged pre-storm conditions (e.g., 4 days prior to the storm passage) in a
statistical sense (i.e., after compositing and averaging variables in the time
framework). We refer to storm anomalies, when referring to averaged
anomalies in the vicinity of a cyclonic system ineither the spatial or temporal
domain, acknowledging the two approaches may convey different infor-
mation in terms of the magnitude of storm anomalies.

The magnitude of storm anomalies could have different impacts
depending on the local variability at the storm location. Thus, we also
considered standardized anomalies dividing by the standarddeviationof the
seasonal cycle of the variable at each storm or profile location, before
compositing. Standardized anomalies are unitless, or in standard units, and
reduce thenoise in the compositefields.We showstandardized anomalies in
monthly and latitudinally averaged CO2 flux storm anomalies (Fig. 2c–d),
and for storm composite fields of the fluxes in the Supplementary (Note 3).

Gridded carbon parameters and surface temperature
Stormanomalies derived fromfloat data that are spatially collocated around
storm centers (i.e., by identifying storms from SLPminima) are relative to a
baseline mapped product, unless otherwise specified. Storm CO2 flux
anomalies relative to a baseline mapped product (i.e., analogous to Fig. 1c)
are presented in the Supplementary Fig. 2.

As a baseline for pCOocn
2 we use the product fromLandschutzer et al.110

(v2020), available from 1982 through December 2019 in a 1° × 1° grid and
monthly resolution. This product uses the Self-Organizing Map Feed-
Forward Network (SOM-FFN) neural network to map sparse in situ
observations of pCOocn

2 . For more details on the mapping technique and
comparisons against other products, see Rodenbeck et al.111. In the Supple-
mentary, we show anomalies computed by subtracting smoothed pCOocn

2
monthly fields (i.e., from the nearest neighbor filter intended to filter out
high-frequency variability associated to the oceanmesoscale110), but both the
raw and smoothed pCOocn

2 monthly means produced qualitatively similar
results (and amedian difference of 0.13 μatm for the SouthernOcean). Note
that the air-sea CO2 flux calculation in Landschutzer et al.110 product uses a
gas transfer velocity calculated from ERA5 reanalysis winds112 and the CO2

solubility constant is calculated from sea surface temperature113 and Hadley
center EN4 sea surface salinity114 following Weiss95. For CO2 fluxes we use
the SOM-FFN version available from the SeaFlux dataset52 because it pro-
vides updated estimates of the fluxes using atmospheric surface pressure
from ERA5 and the re-scaled gas transfer coefficient for ERA5 winds.

As a baseline for DIC, we use monthly means from the Ocean SODA-
ETHZproduct115, available from1985 through2022 at a spatial resolutionof
1° × 1° (v2023). The Ocean SODA-ETHZ product also provides mapped
ocean pCO2, which we also use to test the robustness of our results to the
baseline product used to calculate anomalies (Supplementary, Table 2).
SODA-ETHZ also providesmappedDIC, calculated from globallymapped
pCO2 and total Alkalinity from the Global Ocean Data Analysis Project
(GLODAP116) using thermodynamic equations of the carbonate system
(CO2sys117).

For sea surface temperature, we use the top 10 m of gridded monthly
mean temperature fields fromRoemmich andGilson118, based on coreArgo
floats119. For MLD we use the monthly climatology constructed from core
Argo float data by Holte et al.120.

Compositing analysis
Weextract tracer andanomalyfields fromthemodel for the volumeofwater
beneath each storm at all storm stages. We then construct averaged tracer
anomalies across all storm realizations for surface fields, as well as mer-
idional sections cutting across storms to look at storm imprints with depth
(e.g., Fig. 5). Given the distinct imprint of air-sea CO2 fluxes towards the
equatorward side of storm centers in the model (Fig. 1a), to map storm
imprints on air-sea CO2 fluxes (Fig. 2a), we averaged spatially over the
equatorward side of storms at every storm stage. To look at the evolution of
thefields before and after a stormpassage,we extractmodel output from10-
days-prior to 30-days-after a storm passed over a given area. For the aver-
aged storm composite analysis, we only consider the storm stage at the
maximum strength i.e., when the core SLP is at its minimum for a given
storm track to avoid double counting storms (though each storm stage
would have impacted a slightly different area as the stormmoves eastward).
Considering all storm stages (through a storm’s life cycle) does not sig-
nificantly modify results, making the extra compute time unnecessary.
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Storm-centric composites of Argo float data are constructed by
searching for float profile data within a 1000 km radius of each storm center.
The great circle distance between the float’s position and the storm center is
calculated in km, and decomposed into dx and dy distances to remap float
data in storm-centric coordinates (e.g., Fig. 1c). For the temporal evolutionof
Argo float data, before/after a storm passage, we extracted wind data within
+/− 10 days of a float’s profile. In this time-domain framework, a storm is
identified as a high wind event using a wind speed threshold value of 10 m
s−1, with persistence over the course of 3 days. Considering the persistence of
a wind event (i.e. 3-day averaged wind speed higher than the threshold)
yields larger anomalies, as expected, but the details of the composite analysis
beyond ± 3 days of a storm passage are sensitive to this choice, as well as the
wind product used (CCMP vs ERA5, Supplementary Fig. 7). Thus, we only
highlight results that were robust within a few days of a storm’s passage.

Unless otherwise stated, themedian is used as ametric for central value
in composite analysis. We find median values tend to be smaller than the
mean but show more coherent spatial patterns, whereas the mean can be
subject to extreme responses (not necessarily in the direction of the median
anomaly). To be conservative, when reporting the contribution of storm
CO2 fluxes we chose to use median values (and compare with the seasonal
amplitude of the median CO2 flux for the Southern Ocean). The use of
standardized anomalies ameliorates noise in the anomalies (Supplementary
Note 3), but we lose information on the size of anomalies in units of the
variable.

CO2 flux anomaly decomposition
To understand the source of variability in the storm CO2 outgassing
anomalies in themodel, we perform a linear decomposition of anomalies of
the air-sea CO2 flux (i.e., a Taylor series expansion

44,86):

F0CO2
≈ k0w ×ΔpCO2 þ kw × ðΔpCO2Þ0 þ . . . ð6Þ

where the first term represents the contribution to the air-sea CO2flux from
variations in the gas transfer velocity, solubility, and ice cover, and the
second term arises from variability in theΔpCO2 anomalies. Note that cross
terms in the decomposition are neglected, but the reconstruction of the total
anomaly from these two terms explains a significant fraction of the
variability in F0CO2

(Fig. 4a, dashed and full black lines), suggesting cross
terms have a negligible contribution, which is consistent with previous
studies44,86. Both the solubility and gas transfer velocity have a temperature
dependence that cancels out, and thus, the first term predominantly reflects
variability associated to changes in wind speed and ice cover86.

Thermal vs non-thermal drivers of ocean pCO2

To investigate the drivers of storm-induced changes in pCOocn
2 from float

data, we partition anomalies of pCOocn
2 into components driven by ther-

modynamics effects (i.e., thermal) and non-thermal components121–124:

pCOthermal
2 ¼ pCO2 × expðγT � ðSST� SSTÞÞ � pCO2 ð7Þ

where γT = 0.0423 is the temperature sensitivity of CO2. We perturbed the
averaged pCO2 for pre-storm conditions, pCO2, with the SST anomaly,
SST-SST, i.e. the difference between theSSTwithin a stormand the averaged
pre-stormor non-storm SST (depending on the framework of reference, see
section onCompositingAnalysis).Note thatwithfloat data, the analysis can
only be done statistically, after compositingfloat data in a before/after storm
framework. The non-thermal component is then calculated as a residual:

pCOnon - thermal
2 ¼ pCOocn

2 � pCOthermal
2 ð8Þ

Data availability
CESM version 1 model code is available at https://www.cesm.ucar.edu/
models/cesm1.2/. The DPLE hindcast run is available at https://www.cesm.
ucar.edu/projects/community-projects/DPLE/. Daily integrated output

fields from the model run analyzed in this study are stored at NCAR’s
Geoscience Data Exchange (https://gdex.ucar.edu/, https://doi.org/10.
26024/hss6-m342).

BGC Argo float data were collected and made freely available by the
Southern Ocean Carbon and Climate Observations and Modeling (SOC-
COM)Project fundedby theNational ScienceFoundation,DivisionofPolar
Programs (NSF PLR-1425989), supplemented by NASA, and by the
International Argo Program and the NOAA programs that contribute to it.
GO-BGCandSOCCOMfloatdata is accessible through theUCSD library at
https://library.ucsd.edu/dc/object/bb03521131. The Argo Program is part
of the Global Ocean Observing System. Core Argo data were collected and
made freely available by the International Argo Program and the national
programs that contribute to it (http://www.argo.ucsd.edu, http://argo.
jcommops.org). The Argo Program is part of the Global Ocean Observing
System.

ERA5 reanalysis data is produced by the European Centre for
Medium-Range Weather Forecasts (ECMWF, https://www.ecmwf.int/en/
forecasts/dataset/ecmwf-reanalysis-v5), and accessible in NetCDF format
through the ResearchData Archive at the National Center for Atmospheric
Research,Computational and Information SystemsLaboratory (https://rda.
ucar.edu/datasets/ds633.0/). CCMP Version-2.0 vector wind analyses are
produced by Remote Sensing Systems. Data are available at www.remss.
com. NOAA Greenhouse Gas Marine Boundary Layer Reference data is
available at https://gml.noaa.gov/ccgg/mbl/index.html. Cape Grim Air
Pollution station air CO2 data can be accessed at https://www.csiro.au/en/
research/natural-environment/atmosphere/Latest-greenhouse-gas-data.
NOAA’s National Snow and Ice data Center (NSIDC)ClimateData Record
of Passive Microwave Sea Ice Concentration, Version 4 (G02202) are
available at https://nsidc.org/data/g02202/versions/4. The SeaFlux dataset is
available at https://zenodo.org/record/5482547.

Code availability
MATLAB code to generate the storm composite analysis and figures in this
manuscript is available upon request.
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